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Simulations of the climates of the Last Glacial Maximum (LGM), 21,000 years ago, and of the Mid-Holocene (MH), 6,000 years ago, allow an analysis of climate feedbacks in climate states that are radically different from today. The analyses of cloud and surface albedo feedbacks show that the shortwave cloud feedback is a major driver of differences between model results. Similar behaviours appear when comparing the LGM and MH simulated changes, highlighting the fingerprint of model physics. Even though the different feedbacks show similarities between the different climate periods, the fact that their relative strength differs from one climate to the other prevents a direct comparison of past and future climate sensitivity. The land-surface feedback also shows large disparities among models even though they all produce positive sea-ice and snow feedbacks. Models have very different sensitivities when considering the vegetation feedback. This feedback has a regional pattern that differs significantly between models and depends on their level of complexity and model biases. Analyses of the MH climate in two versions of the IPSL model provide further indication on the possibilities to assess the role of model biases and model physics on simulated climate changes using past climates for which observations can be used to assess the model results.

1. Introduction

The analyses and understanding of climate feedbacks is at the heart of the Paleoclimate Modeling Intercomparison Project (PMIP) since its first phase [1,2]. Past climate conditions offer an out-of-sample test of climate models...
used to produce future climate projections [3]. They provide an understanding on the major feedbacks and their relative role in the Earth’s climate response to different external forcings [4], and allow an evaluation of the realism of simulated climate changes through rigorous comparisons with past climate reconstructions from different climate archives [5,6]. These evaluations provide indirect evaluation of the credibility of the representation of climate feedbacks in climate models. There is also a growing interest to use this knowledge to provide constraints on climate sensitivity [4,7–10]. These climate sensitivity estimates suggest that in the case of a doubling of the atmospheric CO₂ concentration, an equilibrium climate sensitivity higher than 6°C is very unlikely [4]. However, the direct link between past and future climate sensitivity is still under debate and requires a better understanding of the feedbacks to refine the methodologies to assess it [5,11,12].

The vegetation feedback received large attention in PMIP [13]. Climate reconstructions clearly highlight substantial changes in past land cover that reflect major differences in regional climates (e.g. [14]). The magnitude of the vegetation feedback is, however, small in the current generation of the Earth system models that includes interactive vegetation and a representation of the carbon cycle [15] compared with early estimates using asynchronous coupling between a climate and a biome model [16] or intermediate complexity models [17]. It has been suggested that the vegetation change was not leading but following other important feedbacks such as sea-ice and snow feedbacks that amplify the temperature response in high latitudes [13,18,19] or soil moisture changes that alter the hydrological conditions in the tropics [20]. It can also be affected by systematic model biases arising from the model climatology, from the representation of the coupling between vegetation and soil moisture that leads to excessive continental drying [21], or from uncertainties in the representation of monsoon changes in the tropics [22–24]. Even though the vegetation feedback is small compared with the 10–20 W m⁻² radiative signature of the cloud feedback at the top of the atmosphere (TOA), it accounts for 2–10 W m⁻² in the changes of the TOA heat budget over Eurasia or Africa and reinforces temperature and precipitation changes in the MH IPSL (Institut Pierre Simon Laplace) model simulations [25]. This has not yet been fully quantified and discussed using the PMIP3/CMIP5 palaeoclimate experiments run as part of CMIP5 [26].

The PMIP3/CMIP5 experiments include simulations of the Last Glacial Maximum (LGM), 21 000 years BP and the Mid-Holocene (MH), 6000 years BP. These two key periods are considered as key benchmarking periods for PMIP simulations [2,5]. The LGM is characterized by the presence of high (≥ 3000 m over North America) ice-sheets in the Northern Hemisphere (NH), associated with a 120 m sea-level drop, lower greenhouse gas concentration (185 ppm for atmospheric CO₂, 350 ppb for CH₄, 200 ppb for N₂O) and small changes in the latitudinal and seasonal distribution of incoming solar radiation at the TOA resulting from the slightly different astronomical parameters of Earth. The MH, on the other hand, is characterized by enhanced seasonality of the insolation forcing in the NH and a reduced one in the Southern Hemisphere (SH), resulting from changes in the Earth’s obliquity and precession, with only small changes in greenhouse gases. PMIP simulations have been performed by imposing the corresponding changes in the climate models’ boundary conditions (https://pmip3.lsce.ipsl.fr/p3_c5_design/). Depending on the model complexity, vegetation is either prescribed to be the same as in the pre-industrial (PI) control simulation or interactive. This means that either both vegetation types and leaf area index (LAI) are prescribed, or that the vegetation types are prescribed but LAI is interactive and depends on climate and carbon cycle, or that the vegetation is fully interactive, when the model also includes a dynamical vegetation module (table 1).

Here we focus on shortwave (SW) feedbacks resulting from cloud and surface changes, with the aim of characterizing their respective magnitude for the LGM and the MH and highlighting systematic differences between models. This allows us to discuss the SW cloud feedback that has been shown to have the largest spread among models [6] and to document the impact of vegetation on the radiative budget. The analyses are performed using the Taylor et al.’s [37] simplified methodology as in [25] and [2]. The concept of climate sensitivity relates the annual mean forcing (Q), defined as the radiative imbalance at TOA, to the global mean temperature
change \((dT)\) such that

\[ Q = -\lambda dT, \]

where \(\lambda\) is the feedback parameter expressed in Watts per square metre per Kelvin. The feedback parameter can be decomposed into the contribution from the different feedbacks that contribute to balance the radiative forcing. This definition is not well suited to discuss the climate response to the changes in MH forcing, as the annual global average of this forcing is very close to zero. Because of this, we first discuss the global annual mean feedback parameters for the LGM to provide a rapid synthesis of the results already discussed in other publications. Then we compare the MH and LGM surface albedo and SW atmospheric scattering by directly considering their radiative impact at TOA, at the interhemispheric scale, considering the mean annual cycle. We multiply this term by the sign of the temperature change, and call it radiative feedback in the discussion. The specific case of the vegetation albedo feedback is illustrated for the African monsoon. In this region, without snow or ice it directly corresponds to the surface albedo radiative feedback. The aim is to document the strength of the vegetation response in the different simulations and to understand how it is affected by model biases. This last question is only addressed using simulations run with two versions of the IPSL model that only differ in the representation of atmospheric convection and clouds and provide different present-day
climatologies and climate sensitivity [33]. These analyses shed light on the questions that need to be addressed to improve the representation of these feedbacks in climate models.

The analysis method and the estimates of the LGM and MH external forcings are first presented in §2, together with the use of this framework to compare surface albedo and SW cloud feedbacks using the so-called ‘climate sensitivity’ approach for the LGM. Section 3 first compares the radiative feedbacks averaged over the NH for the LGM and MH climates and then highlights model differences in West Africa. The relationship between the vegetation feedback and model physics or biases in the model’s modern climatology is discussed in §5 before a rapid discussion (§6).

2. Forcing and feedbacks at the global scale for the LGM

(a) The simplified framework

We use the Taylor et al. [37] simplified approach to quantify the forcing and feedbacks in the SW domain. It uses the fact that the variation of the planetary albedo (\(\alpha\)) can be decomposed so as to reflect the individual contributions from the surface albedo (\(\alpha_s\)), the bulk atmospheric absorption (\(\mu\)) and the atmospheric scattering (\(\gamma\)):

\[
\Delta \alpha = \frac{\partial \alpha}{\partial \alpha_s} \Delta \alpha_s + \frac{\partial \alpha}{\partial \gamma} \Delta \gamma + \frac{\partial \alpha}{\partial \mu} \Delta \mu + e,
\]

where \(e\) represents the nonlinear contribution of the different parameters and is negligible here, and \(\Delta\) represents the difference between two climatic periods. The first two terms of the right-hand side of this equation are the ones we focus on. Changes in atmospheric absorption are small for the MH. They are thus not considered in the comparison below even though we diagnosed it. Indeed our objective is to compare model behaviours for the MH and the LGM, which justifies focusing on the surface albedo and the atmospheric scattering, the latter mostly accounting for the changes in clouds.

In a first step, \(\alpha, \alpha_s, \mu\) and \(\gamma\) are computed using the simulated incoming and outgoing radiative fluxes at the surface and at the TOA. The equivalent atmospheric model is presented in detail in Taylor et al. [37]. These parameters are estimated for each climate and each model. Using this framework, it is possible to quantify the effect of a change in \(\alpha_s\) or \(\gamma\) on the net SW flux at TAO between two different climates as

\[
\text{feedback (\(\alpha_s\))} = -(\alpha_{\alpha_s} + \Delta \alpha - \alpha_0)SW_{i0}
\]

and

\[
\text{feedback (\(\gamma\))} = -(\alpha_{\gamma} + \Delta \gamma - \alpha_0)SW_{i0},
\]

where the subscript 0 stands for the reference climate, \(SW_{i0}\) for the corresponding incoming solar radiation at TOA and \(\Delta\) represent the difference between the analysed period and the reference period. This methodology cannot be applied to the longwave (LW) part of the radiative spectrum, which will not be considered in his study.

Models have different planetary albedos, resulting from differences in surface albedo or cloud cover, so that the incoming solar radiation difference between two climatic periods translates into different net forcings at the TOA across PMIP simulations. Because of this, we estimate the model insolation forcing using the Hewitt & Mitchell [39] definition

\[
f = (1 - \alpha_0) \Delta SW_i,
\]

where \(\alpha_0\) is the planetary albedo simulated for the reference simulation and \(\Delta SW_i\) is the change in incoming solar radiation between the perturbed and the reference simulations at TOA.

A rough estimate of the error bars associated with these simplified diagnoses is performed by comparing the forcing and feedback estimates we obtained when using the PI climate or the LGM climate as a reference. These error bars are provided in table 2, but not on the figures for clarity. We only discuss in the following differences that are large enough to be significant.
Table 2. LGM SW forcings (W m\(^{-2}\)), LGM SW feedback parameters (W m\(^{-2}\) K\(^{-1}\)) and LGM global temperature change (K) for five PMIP3/CMIP5 simulations for which the required radiative fluxes at the TOA and at the surface are available in the ESGF database. Error bars in parentheses are estimated from a double computation, using either the PI control simulation or the LGM simulation as a reference to test the effect of the individual factors. For comparison with estimates made for a doubling of carbon dioxide in the atmosphere, the last two columns report the average estimate of the SW cloud and albedo feedbacks computed by Vial et al. [40].

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Last Glacial Maximum: this study</th>
<th>Feedback estimate for future climate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ice-sheet and land mask forcing</td>
<td>atmospheric scattering feedback</td>
</tr>
<tr>
<td></td>
<td>(W m(^{-2}))</td>
<td>(W m(^{-2}) K(^{-1}))</td>
</tr>
<tr>
<td>CCSM4</td>
<td>-3.79 (±0.1)</td>
<td>0.01</td>
</tr>
<tr>
<td>IPSL-CM5A-LR</td>
<td>-4.90 (±0.1)</td>
<td>0.01</td>
</tr>
<tr>
<td>MIROC-ESM</td>
<td>-5.20 (±0.3)</td>
<td>0.13</td>
</tr>
<tr>
<td>MPI-ESM-P</td>
<td>-4.57 (±0.3)</td>
<td>0.01</td>
</tr>
<tr>
<td>MRI-CGCM3</td>
<td>-3.62 (±0.1)</td>
<td>0.01</td>
</tr>
</tbody>
</table>
We first apply this method to diagnose the LGM changes in surface albedo imposed by the presence of the LGM ice-sheet and emerging lands induced by the lower sea-level. Figure 1 presents the model ensemble mean forcing for the PMIP3 simulations (table 1). It can be compared with the similar figure for PMIP2 simulations presented in [2]. This forcing corresponds to the part of the TOA radiative imbalance induced by the change in surface albedo in regions that are affected by the change in ice-sheet and land-sea mask between the LGM and the PI simulations. Over the ice-sheets the negative radiative forcing exceeds $60 \text{W m}^{-2}$ in most places. The difference in the land-sea mask between the LGM and the PI simulation is smaller ($2–10 \text{W m}^{-2}$). As discussed in [2] and [25] at the global scale, these two contributions provide larger forcing (ranging from $-3.6$ to $-5.2 \text{W m}^{-2}$ depending on the model, table 2) for PMIP3 than for PMIP2 experiments, because of the difference in ice-sheet reconstructions [41]. As a consequence, PMIP3 LGM simulations are slightly colder than PMIP2 LGM simulations.

The method also allows the comparison of the feedback parameters resulting from surface albedo and from the atmospheric scattering (figure 1). The surface albedo feedback parameter is estimated here from the regions that are not affected by the presence of the ice-sheets or from the change in land-sea mask. It corresponds to model grid boxes with a change in sea-ice, snow or vegetation cover because of plant phenology or vegetation dynamics. The atmospheric scattering is mainly because of changes in cloud (not shown), and we therefore call it the SW cloud feedback parameter in the following. The results plotted in figure 1 are similar to those that are fully discussed in the IPCC AR5 report [42]. For future climate the SW cloud feedback induces a positive feedback in most models (table 2). By contrast, for the LGM, some models produce negative SW cloud feedback, while others have a positive one, suggesting non-symmetrical SW cloud feedbacks between cold and warm periods. The model differences even indicate that the sign of this feedback is uncertain for the LGM. Further investigation is needed to determine which model result is more realistic, based on improved understanding of the processes involved. This figure also highlights that the model spread is larger for the SW cloud feedback parameter than for the surface albedo feedback parameter, as is the case for future climate projections [4,11]. The cloud feedback is therefore a major source of uncertainty whatever the period considered. The ranking of the models is also quite similar for warm and cold climates for the individual feedbacks parameters (within the error bars of individual estimates, table 1). However, there is no systematic and direct ranking between the LGM model results when comparing their respective LGM cooling and the estimates of their climate sensitivity [4]. One of the main reasons is certainly that the relative strength of each feedback is different for those contrasted climates. This should
be related to the fact that the total LGM forcing is a mixture of LW (greenhouse gases) and SW (albedo) forcings that triggers each feedback differently compared with future climate projections that are mainly driven by LW forcing resulting from increase greenhouse gas concentration in the atmosphere. Therefore, despite the ranking for individual feedbacks being similar, the ranking between models is different when considering the sum of all the feedbacks and, thereby, model climate sensitivities. This has strong impacts on our views on the possibility to use regional evaluations of LGM surface temperatures to constrain future climate sensitivity. This might just be a false analogy. New approaches should therefore be based on improved understanding of the feedbacks, in order to find how to best use the regional information from past climate reconstructions to provide efficient constraints on the evaluation of key model processes and thereby on future climate sensitivity.

The comparison of the results obtained for PMIP2 and PMIP3 experiments (figure 1) also shows that the magnitude of the SW feedbacks is larger for PMIP3. Also, the models from the three modelling groups that performed both the PMIP2 and PMIP3 experiments show similar relative ranking between these two phases of PMIP. This suggests that even through the models improved, the representation of land surface and clouds is very similar between the PMIP2 and the PMIP3 versions. The changes were not sufficient to change these models’ behaviours. It also suggests that model tuning performed to guarantee equilibrated coupled experiments, generally on each new model version, only marginally alters model feedbacks.

3. Comparison of Northern Hemisphere surface albedo and SW cloud feedback for the LGM and the MH

(a) Northern Hemisphere SW forcings and feedbacks

The MH change in the Earth’s astronomical parameters translates into different latitudinal and seasonal variations of insolation, but has only little effect on the annual mean global insolation. The climate sensitivity framework used to discuss the LGM is not appropriate for this climate and would lead to misleading results. The estimates of forcing and radiative feedbacks are nevertheless relevant to understand model responses at seasonal scale. As the MH insolation changes have opposite effects on the two hemispheres, it is also more appropriate to consider hemispheric averages rather than global averages. Here, for simplicity, we only discuss the NH where the seasonality is enhanced during MH, and where the impact of the ice-sheet is larger during LGM. We also consider the radiative feedbacks in Watts per square metre and not the feedback parameters (i.e. feedback divided by the temperature change) to avoid any confusion with the global estimate discussed above for the LGM. The sign of the feedbacks is chosen so that it directly indicates if a feedback is a positive (amplification of the forcing) or a negative (damping of the forcing) feedback.

Figure 2a(i) shows that, as expected from its strong albedo, the LGM ice-sheet and land-sea mask forcing is negative all year long. It reaches its maximum in boreal summer when the incoming solar radiation is at its maximum in the NH. Owing to the large differences in surface albedo, and in the way the LGM land-sea mask has been implemented in the different models, this albedo forcing shows a large model spread which reaches 8 W m\(^{-2}\) in June–August. The spread is much smaller for the insolation forcing. Indeed the latter mainly depends on the planetary albedo and all models produce a global mean planetary albedo close to 30% despite large differences in cloud cover. Differences in solar forcing are larger at the regional scale (not shown). Even though it is small, the LGM insolation forcing slightly counteracts the ice-sheet forcing during boreal winter and enhances it during boreal summer (figure 2a(ii)). The MH NH insolation forcing is negative from October to May and then positive. The asymmetry between boreal summer (approx. 18 W m\(^{-2}\)) and winter (approx. \(-10\) W m\(^{-2}\)) maximum values results from the change in the length of the seasons [43]. The magnitude of nearly 20 W m\(^{-2}\) is similar to the one induced by the LGM ice-sheet (figure 2a).
The seasonal evolution of the SW cloud radiative feedback exhibits large differences from one model to the other (figure 2b(i)). Most models produce a negative feedback that counteracts the ice-sheet forcing and one model (IPSL-CM5A-LR) produces a positive feedback that enhances the ice-sheet forcing. The model spread is consistent with the LGM global annual mean SW cloud feedback parameter discussed in previous section. It follows the seasonal evolution of the ice-sheet forcing for only three of the models. The sign and the magnitude of the radiation change associated with this feedback are not correlated with the magnitude of ice-sheet forcing.

The SW cloud feedback in most models also tends to counteract the MH insolation forcing during boreal summer, except for IPSL-CM5A-LR and GISS-E2-R (figure 2b(ii)). Further investigation (not shown) reveals that in both cases the apparent mismatch of the IPSL model compared with the other models is due to mid-latitude cloud cover over the ocean, reinforcing the results from Vial et al. [40] for future climate sensitivity. Other models also show consistent differences with the model ensemble, such as MIROC-ESM, which shows a strong SW cloud
feedback response. Comparison of the SW cloud feedback in different climates confirms that improving the representation of this feedback in climate models is a high priority. Future work should further improve our understanding on the different underlying processes operating, so as to find out which one is more important and should be fully evaluated to assess model credibility.

(b) Vegetation and snow feedbacks for LGM and MH

At the scale of the NH, the land surface albedo feedback is of smaller magnitude than the SW cloud feedback (figure 2c versus 2b). It reflects to first order the relative proportion of land and ocean. This feedback is restricted to sea-ice and snow covered areas, and for models with interactive vegetation to most continental regions (figure 3). The annual mean cycle of this feedback shares similarities between the two climates between January and August, with a tendency for a positive feedback in late boreal winter and spring and a negative one in boreal summer (figure 2c), limited to June in the case of the MH. This comparison also highlights that CCSM4 and MIROC-ESM have the strongest positive feedback from March to June in both climates. This corresponds to the period where sea-ice and snow increase most [13]. In the LGM, the period with negative feedback during summer reflects the reduction of sea-ice in the Arctic Ocean (figure 2c(i)). This counterintuitive result can be explained by the fact that the Arctic Ocean is actually much smaller at LGM compared with PI conditions, because of the extension of land or ice-sheets in this area. Even though sea-ice generally extends further south the Arctic Ocean is actually much smaller at LGM compared with PI conditions, because of the different phasing and magnitude between the different curves in figure 2c highlight the different model responses and large uncertainties in high latitudes [44].
Figure 3 further highlights the regions where the different models show a consistent behaviour, considering five simulations for the LGM and 10 for the MH (table 1). All models except MRI-GC model account for vegetation change at the LGM through LAI variations (CCSM4 and IPSL-CM5A-LR) or full dynamical vegetation (MIROC-ESM, MPI-ESM-P). CCSM4 also includes a representation of the nitrogen cycle [28]. Only five models account for vegetation change for the MH. Thereby this diagnostic can only reach a maximum of five models in continental regions that are not affected by snow cover changes. For this diagnostic, the surface albedo feedback computed for each model on its own grid was first interpolated on the coarser resolution IPSL-CM5A-LR grid. Then for each model a grid point is set to 1 if the absolute value of the surface albedo radiative feedbacks exceeds 0.5 W m$^{-2}$ for at least one month. The threshold is chosen so that the radiative estimates are statistically significant at the grid point level. It results from the comparisons of the estimates obtained when using the PI and then the palaeoclimate as the climate reference, following what was done above for the global estimates at the LGM. The sum of the resulting 1/0 masks obtained for each model provides the numbers plotted in figure 3. They give an overview of model consistency. Regions with all models producing an albedo feedback correspond to sea-ice over the ocean and snow feedback over the continent. It affects both the NH and SH sea-ice and most of the Eurasian continent and North America (except where the LGM ice-sheet is located). In the tropics, these maps show very heterogeneous results both for the LGM and the MH, with one model producing vegetation changes almost everywhere. For the other models, the vegetation albedo feedback is more effective in the semi-arid regions, Sahara and, for the LGM, South America.

The albedo feedback of vegetation is further illustrated in figure 3 over West Africa for the five models for which LGM and MH simulations are available in the database, focusing on boreal summer during the African monsoon season. It reaches a few Watts per square metre and is thus less effective on the atmospheric circulation than the SW cloud radiative feedback that reaches 20–30 W m$^{-2}$ in this region. However, it has a local impact and locally reinforces or damps the African monsoon. These maps also show the lack of consistency between model results, even on the sign of the feedback for the LGM. This is similar to the large differences in precipitation changes simulated by the different models for this climate. As an example, CCSM4 shows a pronounced reduction of precipitation and a reduction of LAI at LGM compared with the PI. The larger surface albedo thus reflects more radiation back to space in the LGM than in the PI climate. The IPSL-CM5A-LR simulation shows a local enhancement of the African monsoon that is related to the fact that the thermohaline circulation is enhanced compared with the PI circulation, reinforcing the interhemispheric gradient in the tropical Atlantic and favouring the northward migration of the ITCZ over Africa and thereby the vegetation LAI. In this region the feedback is negative. In the other places over Africa, the drier climate contributes to the reduction of precipitation and of LAI, leading to a positive radiative feedback.

The response is more consistent for the MH (figure 3b). The vegetation albedo feedback is effective in the Sahel-Sahara region where it reaches up to 5 W m$^{-2}$. The exact location varies from one model to the other, so that the feedback on radiation and on precipitation is difficult to compare between those simulations. Part of the differences between models corresponds to differences in the precipitation change and the northward penetration of the monsoon flow onto the continent at the MH. As in PMIP2 simulations [45], this feedback is not sufficient and precipitation changes are still too small in the Sahel-Sahara compared with observations [6,46]. This analysis of the vegetation feedback for the two periods suggests that the representation of this feedback is still not satisfactory in climate models. Several factors could play a role. Some of them, such as the repartition of the different types of vegetation and of their associated characteristics, could have major impact. This has been shown to be a major factor in the representation of land-use in climate models [47] and therefore requires attention. Soil moisture has also been shown to drive the land-surface feedback in the Sahel [48] and is still poorly represented in this region. The intensity of the coupling between the land surface and the atmosphere is another important factor in West Africa where PMIP simulations show very
different intensities of evaporation depending on the convection and precipitation regimes [49]. Finally, model biases and the representation of the ITCZ are factors that precondition the surface humidity and vegetation growth. The MH precipitation differences with modern conditions are located to the north of the present-day ITCZ [50]. Model biases in the modern location of the ITCZ are therefore also a factor that partly impacts the MH vegetation feedback.

4. Model biases and vegetation feedback in Africa

The fact that land-surface albedo feedbacks are affected by model biases in the PI simulations makes it difficult to fully disentangle the part of the results that is purely because of model dynamical and physical representations of climate from the part that results from model tuning, initial state and implementation of the experimental protocol. To further illustrate this point we consider MH simulations run with two different versions of the IPSL climate model [33]: IPSL_CM5A_LR and IPSL_CM5B_LR. These two versions share the same ocean, sea-ice and land-surface models. The differences between them only arise from atmospheric physics and tuning [51]. Both versions use the same atmospheric deep convection scheme, but the IPSL_CM5B_LR version of the atmospheric component (LMDZ5B) includes a mass flux representation of the thermal plumes or rolls of the convective boundary layer, coupled to a bi-Gaussian statistical cloud scheme, as well as a parametrization of the cold pools generated below cumulonimbus by re-evaporation of convective precipitation [52]. These improvements in atmospheric physics lead to a better representation of the diurnal cycle of convection in the tropics [53], intraseasonal variability and ENSO dynamical and thermal feedbacks [33]. Despite these improvements the climatology of IPSL-CM5B-LR suffers from a large cold bias in the NH and warm bias in the SH and a poor representation of the ocean thermohaline circulation [33]. These climatological biases are not only the signature of the new physics but also of its interactions with the other model parametrizations, of the atmospheric model tuning that was necessary to obtain an equilibrated climate model without spurious long-term drift, and of the amplification of some of the biases by the coupling to the ocean, sea-ice and land-surface models.

The differences between the two IPSL model versions are illustrated for precipitation in figure 4. In the PI control simulations (figure 4a), the large-scale differences in temperature translate into a drier NH and a wetter SH in IPSL-CM5B-LR compared with IPSL-CM5A-LR. Over the tropical oceans, the ITCZ is shifted southward in IPSL-CM5B-LR, compared with IPSL-CM5A-LR, especially over the Atlantic and eastern Pacific. Over West Africa, IPSL-CM5B-LR is also slightly drier over the Sahel. Precipitation is more intense along the coast of the Gulf of Guinea, because of more intense convection there. In this region, the maximum ITCZ precipitation is larger and the northern flank of the ITCZ exhibits a sharper gradient towards the north. The ITCZ tends to be thinner with a larger amount of precipitation.

Both versions produce similar patterns of the MH change in precipitation over Africa, with a northward extension of the monsoon (figure 4b,c). This northward extension of monsoon rainfall into the Sahel-Sahara is, however, more pronounced in IPSL-CM5A-LR (figure 4c). In addition, the vegetation feedback is larger, reaching 5 W m⁻², whereas it is only of the order of 2 W m⁻² and located further south in IPSL-CM5B-LR (figure 5). These differences in the vegetation feedback appear to be directly linked to differences in the representation of modern climatology. We do not pretend that differences in model physics have no impact on the simulated changes, but that biases in the temperature gradients and soil humidity have a larger impact. Indeed, two important factors enter into play here. Even though monsoon rainfall is almost similar in the two model versions in the PI simulations over land, the southward position of the ITCZ over the ocean in IPSL-CM5B-LR has an impact on the location of the MH precipitation change. The changes in precipitation are thus located further south in IPSL-CM5B-LR (figure 4b). This relationship between the modern location of the ITCZ and the location of precipitation changes was pointed out since the first phase of PMIP [50]. However, previous work suggests that this does not necessarily have an impact on the amount of precipitation change [46,54], because in some models deep precipitation regimes tend to be less efficient in the MH, so that the total
Figure 4. Comparison of IPSL-CM5B-LR and IPSL-CM5A LR precipitation (mm d\(^{-1}\)). (a) Differences between JJAS PI precipitation, (b) IPSL-CM5B-LR and (c) IPSL-CM5A-LR MH precipitation change (mm d\(^{-1}\)). (Online version in colour.)
change in precipitation results from the competition between this reduction of precipitation and the increase in frequency of deep convective regimes [49]. Also, the comparison of the two IPSL model versions shows that drier conditions in the Sahel region induces drier soils that prevent the development of vegetation and thereby limits local recycling and the northward inland penetration of the monsoon flow in IPSL-CM5B-LR. The changes in precipitation over the Sahel are thus smaller in IPSL-CM5B-LR than in IPSL-CM5A-LR, despite the fact that the new atmospheric physics tend to produce more intense precipitation in the continental ITCZ.

The differences in the location of the vegetation feedback in the different climate models and between the two versions of the IPSL model strongly suggest that the improvement of the representation of the ITCZ location in the PI control simulation is a prerequisite to properly trigger the vegetation feedback. Large-scale circulation and the interhemispheric contrast seem to be key factors. Local recycling and the coupling between the land surface and the atmospheric boundary layer is also an important factor in triggering precipitation [55]. This relationship and how it is represented in climate models also needs further attention before we can fully assess the role of the vegetation feedback in West Africa during the Holocene.

5. Conclusion

The comparison of the SW cloud and vegetation feedbacks across PMIP simulations for the LGM and the MH clearly shows that the SW cloud feedback is one of the major sources of uncertainty between model results. This factor was fully discussed by Yoshimori et al. [11] for the LGM, together with the fact that half of the models produce a negative feedback at the LGM, whereas it is a positive feedback for future climate [4,6]. Here we show that the different model properties for the LGM SW cloud feedback also hold for the MH when analysing the annual mean cycle of this feedback at the scale of the NH. In most models the SW cloud feedback counteracts the effect of the ice-sheet forcing at the LGM and of the insolation forcing at the MH. Two points need further investigation. First, the sign of the SW cloud radiative feedback for these two climates is opposite (except for the IPSL-CM5A-LR model) to the one it has for all these models for future climate. The question is therefore to determine if this is due to the nature of the forcing. Indeed for LGM ice-sheet and MH, the forcing is a shortwave forcing, whereas for future climate the forcing affects the LW radiation. This different forcing triggers different processes, which might be the reason for the difference in the sign of the SW cloud feedback between those two climates. The magnitude of the forcing (whatever its sign) remains quite similar between the LGM and future climate (see fig. 5.5 in [4]). This suggests that model differences in the magnitude and sign of the feedbacks provide a good fingerprint of model physics.

Because different climates are dominated by different types of forcings, acting in the SW or in the LW part of the radiative spectrum, the relative strength of the different feedbacks, and even the sign of some of them (like here for the SW) vary between climates. It explains why it
is difficult to find a direct relationship between past and future climate sensitivities. This does not mean that it is not possible to use past climate simulations to assess future climate sensitivity. It only implies that the road is more difficult than initially expected. Rather than looking for direct linkages it would be more appropriate to evaluate how the different models reproduce the reconstructed changes for different climates and what are the most important feedbacks involved. A solution would then be to isolate the past periods or the part of the year for which it is possible to assess a feedbacks acting as it does in climate projections. This was done, for example, by Masson-Delmotte et al. [56] in their comparison of past and future climates over Greenland and Antarctica. Similar feedbacks between the different periods develop during summer, when snow and sea-ice melt and the water vapour feedback becomes a dominant factor that amplifies the climate response.

A second aspect of the work presented here concerns the land-surface feedback. In several regions, the vegetation feedback is embedded in the snow feedback. For both the LGM and the MH, models consistently produce a large albedo feedback over sea-ice and most of the NH continent. Even though differences are found in the magnitude and seasonality of this feedback, model discrepancies are smaller for snow than for the vegetation feedback. Our illustration of the vegetation feedback over West Africa clearly shows the large heterogeneity of model results. LGM results show a large range, and reflect the heterogeneous results found for LGM precipitation changes over this region (not shown). Results are more consistent for the MH with a positive feedback over Sahel-Sahara for most models, but the exact location of the effect of vegetation varies a lot from one model to the other as does the pattern of precipitation changes. The comparison between two versions of the IPSL model also established that in this region the role of model physics in the simulated changes might be smaller than the direct effect of climatological biases in determining the location and magnitude of the vegetation albedo feedback. Biases in the model climatology resulting from the interactions between all model parametrizations, model tuning or large-scale biases, such as altered interhemispheric contrast, might be dominant. Soil moisture might also be determinant in triggering evapotranspiration and vegetation changes. The current generation of models does not perform better for this respect, and vegetation feedback is still a matter of concern. Another difficulty is that this feedback has only a regional or local impact. In addition to the surface albedo effect considered here, an estimate of the vegetation feedback on the evapotranspiration and thus on the atmospheric water content would be necessary. To go one step further one solution might be to estimate the realism of the effect of vegetation on evapotranspiration through convective regime sorted analyses following [49], so as to avoid to put too much emphasis on the geographical patterns that are not properly reproduced by climate models.

The simple method proposed here to estimate SW forcings and feedbacks is shown to be very efficient to highlight differences between periods and models. More complete analyses of the feedback estimates at model grid points offer additional information on the differences between models. As an example, the fact that the IPSL model produces different SW cloud feedback at the global or the hemispheric scales is mainly because of the mid-latitude ocean cloud cover. In other regions, the IPSL model results are more similar to those of the other models. Also, the results highlight the higher sensitivity of the MIROC-ESM and CCSM4 over snow and ice-covered area. This suggests that evaluation criteria need to be provided to assess if these simulations are correct or represent out-of-range results that should be dismissed from the PMIP model ensemble to produce the best estimate of the LGM or MH changes. Additional analyses should also consider LW forcings and feedbacks. This was outside the scope of this synthesis because a full partial radiative perturbation method using a radiative kernel would be required to do it. Also previous results suggest that model spread is smaller for water vapour and lapse rate or LW cloud feedback than it is for SW feedbacks [11]. Therefore, model improvement should focus on the reason for different SW cloud feedbacks between models and on the regional representation of vegetation and of its coupling with soil moisture and atmospheric boundary layer. Also comparing model results in different climate contexts allows to highlight systematic model behaviour. Future work will investigate how to use the available palaeoclimate reconstructions to determine which
radiative feedback response is more realistic. This is a way to define emerging constraints from palaeoclimate experiments that are relevant for the assessment of future climate projections.
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