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there is little additional impact of the direct radiative forc-
ing due to CO2 on the changes in the latter period. How-
ever, our simulations with fixed CO2 concentration have 
shown clearly that the atmospheric simulations with his-
torical time-evolving CO2 concentrations are more skilful 
in reproducing the inter-decadal changes. The sensitivity 
of the ensemble results to employing the same or different 
time evolving sea ice boundary conditions in the ensemble 
members is also studied. The contributions of internal and 
external variability are discussed.

Keywords Jet streams · Hadley circulation · 
Temperature · Mean sea level pressure · Precipitation

1 Introduction

Atmospheric and oceanic large-scale circulation processes 
and their interactions play a key role in the climate system. 
Since the mid-1970s to early 1980s, the structure of the 
large-scale circulation in both hemispheres has exhibited 
prominent changes, contributing to coherent patterns of 
precipitation and temperature anomalies worldwide. Spe-
cifically in the Southern Hemisphere (SH), Frederiksen and 
Frederiksen (2005, 2007—hereafter FF05, FF07 respec-
tively) found quite large changes in thermal structure and 
atmospheric circulation between the periods of 1949–1968 
and 1975–1994. Their study was motivated by the dra-
matic reduction in average winter rainfall in the southwest 
of Western Australia (SWWA) that occurred after the mid-
1970s (Allan and Haylock 1993; Hope et al. 2006; Pezza 
et al. 2008; Pook et al. 2012). FF05 and FF07 found a sig-
nificant warming of the SH troposphere south of 30°S in 
the period 1975–1994, resulting in a reduction of the equa-
tor-to-pole temperature gradient. This in turn resulted in a 
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and precipitation. First, the performance of the model in 
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responding observations (NCEP/NCAR Reanalysis I and 
the Twentieth Century Reanalysis V2), is investigated. 
We find that the model is quite skilful in reproducing the 
broad features of the important inter-decadal changes that 
occurred in the mid-1970s. The model simulations and the 
NCEP/NCAR and twentieth century reanalyses agree in the 
eastern hemisphere; whereas in the western hemisphere the 
reanalyses show differences, and the simulations combine 
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is also examined. Results indicate that, in comparison with 
the indirect effect of CO2 carried by the changing SSTs, 
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17 % reduction in the peak strength of the SH subtropical 
jet stream over Australia and a reduction in the growth rates 
of storms, which led to the rainfall reduction in the SWWA. 
Between the periods of 1949–1968 and 1975–1994, there 
were also changes in the static stability (FF05, FF07), in 
the latitude of the high pressure belt, and in the eddy fluxes 
of heat and momentum (Zidikheri and Frederiksen 2013). 
Nitta and Yamada (1989) pointed out that the tropical sea 
surface temperature (SST), especially in central and east-
ern Pacific and in the Indian Ocean, has increased since the 
late 1970s. Corresponding to this tropical SST increase, the 
convective activity subsequently enhanced in the 1980s. 
Over the same period, O’Kane et al. (2013a) identified sec-
ular trends in the frequency of SH circulation regimes asso-
ciated with the hemispheric wave three and blocking and 
the positive phase of the Southern Annular Mode.

The causes of observed atmospheric and oceanic cir-
culation shifts since the mid-1970s are a subject of ongo-
ing research, particularly whether they are a response to 
slowly varying external boundary forcing and radiative 
forcing (the externally forced component) or an expres-
sion of natural climate variability exhibited by the cha-
otic atmospheric dynamics in the absence of external 
forcing (internal climate variability). For example, Tett 
et al. (1999) found a global-mean temperature increase 
of approximately 0.6 K since 1900, occurring from 1910 
to 1940 and from 1970 to the present. The authors state 
that the temperature change from 1970 is unlikely to be 
entirely due to internal climate variability and it has been 
attributed to changes in the concentrations of greenhouse 
gases and sulphate aerosols due to human activity. A simi-
lar conclusion was noted by Meehl et al. (2004), who 
found that the rapid increase of the surface air temperature 
since the mid-1970s had a substantial contribution from 
the anthropogenic forcing. Meehl et al. (2009) examined 
the significant shift from cooler to warmer tropical Pacific 
SSTs, which occurred in the mid-1970s, with effects that 
extended globally. The authors found that this observed 
1970s climate shift had a contribution from changes in 
external forcing superimposed on what was likely an 
inherent decadal fluctuation of the Pacific climate system. 
O’Kane et al. (2013a) employed non-stationary time series 
analysis and Markov models to compare observations, rea-
nalysis and simulations of the Atmospheric Model Inter-
comparison Project, and showed that the secular trends in 
blocking and the Southern Annular Mode were not attrib-
utable to intrinsic variability.

Atmospheric model simulations with prescribed SST are 
extremely useful because they allow a distinction between 
the externally forced components and the internal vari-
ability of the atmospheric responses. An atmospheric vari-
able is composed of two parts. One is the response of the 
atmosphere forced by SST, taken to be the same for each 

atmospheric general circulation model (AGCM) ensemble 
member. The other is the internal variability of the atmos-
phere, and is different for each member. The SST-forced 
response is obtained as the average of the AGCM ensemble 
members. The internal variability in each AGCM ensemble 
member is defined by subtracting the SST-forced response 
(Chen et al. 2013). As noted by Rowell (1998), it is clearly 
important to be able to assess where on the globe atmos-
pheric variations are sufficiently affected by oceanic forc-
ing to enable practical seasonal prediction. This requires 
estimates of atmospheric potential predictability (Rowell 
et al. 1995; Rowell 1998). The potential predictability is 
defined as the ratio between the externally forced SST sig-
nal specified by inter-annual ensemble mean variance and 
the internal noise calculated by inter-ensemble variance 
(Shukla 1981; Rowell et al. 1995; Rowell 1998).

Folland et al. (1998) were the first to introduce an 
approach to climate change detection and attribution, 
which consists of integrations with an AGCM forced with 
the observed time-evolving SST and radiative forcing. This 
approach does not “double count” the atmospheric radiative 
forcing because only the direct effect is specified, whereas 
the indirect effect is included in the prescribed SST forcing 
(Deser and Phillips 2009). This methodology has been used 
to understand future projections of atmospheric circulation 
change (e.g. Cash et al. 2005; Stephenson and Held 1993) 
and assesses the relative roles of oceanic and direct atmos-
pheric radiative forcings in driving the climate shift over 
the second half of the twentieth century (e.g. Deser and 
Phillips 2009; Bracco et al. 2004). However, most of these 
studies investigated the climate shift for boreal winter.

Grimm et al. (2006) demonstrated that some global cli-
mate models forced by SST may not be able to reproduce 
the inter-decadal changes in the basic state of the atmos-
phere. Thus, the first objective of this paper is to examine 
the extent to which atmospheric simulations by the CSIRO 
Mk3L model (Phipps 2010) with observed time-evolving 
SSTs and anthropogenic carbon dioxide (CO2) forcing are 
skilful in reproducing some of the important inter-decadal 
changes found in FF05 and FF07. We focus on the July 
climate fields for the two periods (1949–1968) and (1975–
1994) and use both the National Centres for Environmen-
tal Prediction/National Center for Atmospheric Research 
(NCEP/NCAR) reanalysis and the twentieth century Rea-
nalysis Version 2 (20CRV2) dataset. Atmospheric simu-
lations with fixed and time-varying CO2 concentrations 
are contrasted to examine the role of the direct radiative 
forcing due to CO2 in driving the inter-decadal changes. 
Although part of the effects of time-varying CO2 concen-
trations may be implicitly included in the SST signal (the 
indirect effect), we want to assess, at least qualitatively, the 
impact of the additional direct CO2 forcing on the atmos-
pheric circulation.
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The CSIRO Mk3L employs a multi-layer dynamic-ther-
modynamic sea ice model, which means that the simulations 
considered here are forced with the same observed time-
evolving SSTs and CO2 concentrations, but not the same sea 
ice boundary conditions. Thus, we investigate if the simulated 
inter-decadal changes are different if each ensemble member 
is forced with the same time-evolving sea ice boundary con-
ditions in each realization. Additionally, we investigate the 
inter-annual and inter-decadal changes observed in the SSTs. 
Finally we quantify the model’s potential predictability on 
monthly, seasonal and inter-decadal time scales.

In summary, the goal of our study is to address the fol-
lowing questions:

1. Are the inter-decadal changes found in FF05 and FF07 
mainly using NCEP/NCAR reanalysis also observed in 
the 20CRV2 dataset and in our model simulations?

2. How realistic are the simulated inter-decadal changes 
when forced with the combined observed evolution of 
SST forcing and CO2 radiative forcing?

3. How different are the simulated inter-decadal changes 
when forced with fixed and time-evolving CO2 concen-
trations?

4. What is the role of the direct radiative forcing due to 
CO2 and what are the contributions of forced and un-
forced (internal variability) components in driving the 
climate shift?

5. How different are the simulated inter-decadal changes 
when forced with the same sea ice boundary condi-
tions?

6. What are the inter-annual and inter-decadal changes 
observed in the SSTs and how are they related to 
changes in the CO2 forcing?

The paper is organized as follows. The observational 
datasets, model simulations and methodology are described 
in Sect. 2. The two first questions (1)–(2) cited above are 
addressed in Sect. 3, where we analyse mainly the perfor-
mance of the model, with the combined observed evolution 
of SST and CO2 forcings, in simulating the inter-decadal 
changes found observationally in the jet streams, tempera-
ture, Hadley circulation, mean sea level pressure and pre-
cipitation. The other questions are addressed in Sect. 4. 
Finally, discussion and conclusions highlighting the main 
results of the paper are presented in Sect. 5.

2  Data and methods

2.1  Reanalyses datasets

Reanalyses datasets optimally combine numerical weather 
prediction model output with assimilated data from 

different observational data platforms in order to provide 
information in otherwise data-sparse regions. Such model-
data syntheses afford our best estimate of the time evolving 
state of the atmosphere over the recent past.

The air temperature, mean sea level pressure, zonal and 
meridional wind monthly data were obtained from the 
NCEP/NCAR Reanalysis I1 (Kalnay et al. 1996) on a 2.5° 
latitude by 2.5° longitude grid at 17 pressure levels and 
from the 20CRV22 (Compo et al. 2011) on a 2.0° latitude 
by 2.0° longitude grid at 24 pressure levels. The 20CRV2 
utilizes a new version of the NCEP atmosphere–land model 
with interpolated monthly SST and sea-ice concentration 
fields from the Hadley Centre Global Sea Ice and Sea Sur-
face Temperature (HADISST) dataset as prescribed bound-
ary conditions, newly compiled surface pressure observa-
tions, and the radiative effects of historical time-varying 
CO2 concentrations, volcanic aerosol and solar variations 
to produce a reanalysis dataset spanning 1871 to the pre-
sent (Compo et al. 2011).

Our results will show that, for the periods considered in 
this work, the model simulations, and the NCEP/NCAR and 
20CRV2 reanalyses, agree in the eastern hemisphere, but 
in the western hemisphere, the reanalyses show significant 
differences with the model simulations combining aspects 
of these two datasets. Differences between the reanalyses, 
especially in the vertical structure, may be attributed to dif-
ferences in the data assimilation techniques utilized. For 
the 20CRV2 dataset only surface pressure observations are 
assimilated while for the NCEP/NCAR reanalysis other 
available atmospheric fields have also been employed.

One possible concern is the change in the quantity and 
spatial coverage of the observed data included in the rea-
nalyses, since the evolution of the global observing system 
has three major phases: the “early” period, from the 1940s 
to the International Geophysical Year in 1957, when the 
first upper-air observations were established; the “modern 
rawinsonde network” from 1958 to 1978; and the “modern 
satellite” era from 1979 to the present (Kistler et al. 2011). 
Specifically in the western part of the SH there were few 
observations before 1979 and the 20CRV2 has an extremely 
limited station network in this region prior to about 1960, 
particularly in the Pacific sector.3 However, FF07 per-
formed sensitivity studies to the choice of basic states 
based on the NCEP/NCAR reanalysis and the European 
Centre for Medium Range Weather Forecasting (ECMWF) 

1 NCEP/NCAR Reanalysis I is available on: http://www.cdc.noaa.
gov/cdc/reanalysis.
2 Twentieth century reanalysis version 2 is available on: http://www.
esrl.noaa.gov/psd/data/gridded/data.20thC_ReanV2.html.
3 Station network composition is available on: ftp://ftp.ncdc.noaa.
gov/pub/data/ispd/add-station/v4.0/.

http://www.cdc.noaa.gov/cdc/reanalysis
http://www.cdc.noaa.gov/cdc/reanalysis
http://www.esrl.noaa.gov/psd/data/gridded/data.20thC_ReanV2.html
http://www.esrl.noaa.gov/psd/data/gridded/data.20thC_ReanV2.html
ftp://ftp.ncdc.noaa.gov/pub/data/ispd/add-station/v4.0/
ftp://ftp.ncdc.noaa.gov/pub/data/ispd/add-station/v4.0/
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40 year reanalysis (ERA-40) and found remarkable consist-
ency of the results for the inter-decadal changes analysed 
here.

2.2  Model details

This study employs the CSIRO Mk3L model version 1.2, 
which is a general circulation model designed for the study 
of climate variability and change on monthly to millennial 
timescales (Phipps 2010; Phipps et al. 2011, 2013). The 
atmospheric component of Mk3L is based on the CSIRO 
Mk3 model (Gordon et al. 2002) with rhomboidal 21 reso-
lution. A hybrid vertical coordinate is used, with 18 vertical 
levels. The model incorporates both a cumulus convection 
scheme (Gregory and Rowntree 1990) and a prognos-
tic stratiform cloud scheme (Rotstayn 1997, 1998, 2000). 
Time integration is via a semi-implicit leapfrog scheme, 
with a Robert–Asselin time filter (Robert 1966) used to 
prevent decoupling of the time-integrated solutions at odd 
and even timesteps. The Mk3L atmosphere model uses a 
timestep of 20 min.

The atmospheric component consists of equations for 
atmospheric transport, radiative exchange, convection and 
clouds. The radiation calculations treat longwave and short-
wave radiation separately, and include the effects of CO2, 
ozone, water vapour and clouds. Climatological values of 
the ozone concentrations are taken from the Atmospheric 
Model Intercomparison Project (AMIP II) recommended 
dataset (Wang et al. 1995). A multi-layer dynamic-ther-
modynamic sea ice model and a land surface model are 
included. In the stand-alone atmosphere model, the temper-
atures of the sea gridpoints are determined by the monthly-
mean observed SSTs. Linear interpolation in time is used 
to estimate values at each timestep, with no allowance for 
diurnal variation.

2.3  Atmosphere model simulations

A set of thirteen numerical simulations forced by the 
observed monthly mean HADISST dataset (Rayner et al. 
2003)4 from 1870 to 2010 and historical time-evolving CO2 
concentrations have been conducted (hereafter denoted 
TRANSIENT ensemble). The ensemble members are con-
structed by perturbing the initial conditions, which allows 
us to separate the “SST-forced” (or external) response from 
variability that arises from processes internal to the atmos-
phere (Rowell et al. 1995; Rowell 1998). The Mk3L stand-
ard or default initial conditions are obtained from a 
100 year spin-up run in which the atmosphere-land-sea ice 

4 HADISST dataset is available on: http://www.metoffice.gov.uk/
hadobs/hadisst/data/download.html.

model is integrated to equilibrium for pre-industrial condi-
tions (Phipps 2010). The pre-industrial conditions are spec-
ified by climatological SSTs and CO2 concentration fixed 
at 280 ppm. The state of the system at the end of this spin-
up run is saved as the default restart file; it contains the 
default initial condition information for restarting the 
model.

The first transient simulation, initialized from the Mk3L 
atmosphere-land-sea ice model default restart file and 
forced by time-varying observed SSTs and time-evolving 
CO2 concentrations, is our Standard Transient run (denoted 
STD-TRANSIENT run). To generate the other twelve 
ensemble members, four restart files are obtained from the 
last years of a control run, also initialized from the Mk3L 
default restart file and performed for 145 years under con-
stant pre-industrial boundary conditions (climatological 
SSTs and CO2 concentration fixed at 280 ppm). Four simu-
lations are initialized directly from these four restart files. 
The last eight simulations are initialized from eight restart 
files generated through perturbations to the four restart files 
according to following equation, applied only to the atmos-
pheric fields (pressure, streamfunction, velocity potential, 
temperature):

Here, NRF is the new restart file generated for each of the 
last eight simulations, DRF is the default restart file used 
in the control run and in the STD-TRANSIENT simula-
tion and FRF is any of the four restart files cited above, 
which were obtained from the control run. As we will show 
below, the STD-TRANSIENT simulation skilfully repro-
duces the broad features of the observations and, because 
of this, we choose to initiate the last eight simulations by 
varying slightly the atmospheric fields of the DRF, accord-
ing to Eq. (1), and leaving unchanged the other variables 
present in this file.

In summary, the TRANSIENT ensemble consists of the 
standard member, STD-TRANSIENT, which starts from 
the default restart file, and twelve perturbed members with 
initial conditions described above.

To assess the sensitivity of the results to the choice 
of the time-varying external forcing, thirteen additional 
simulations have been conducted using the same param-
eters described above, but with fixed CO2 concentration 
at 348 ppm (hereafter denoted the 348PPM ensemble), as 
in Meng et al. (2012). For comparison purposes, further 
explained in the Sect. 4.1, thirteen simulations at 300 ppm 
concentration (hereafter denoted the 300 PPM ensemble) 
have also been conducted. Table 1 provides a summary of 
the experiments performed in this study.

It is important to highlight that the atmospheric simula-
tions considered in this work incorporate the results of the 
multi-layer dynamic-thermodynamic sea ice model, and 

(1)NRF = DRF ± [(DRF − FRF) ∗ 0.1]

http://www.metoffice.gov.uk/hadobs/hadisst/data/download.html
http://www.metoffice.gov.uk/hadobs/hadisst/data/download.html
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therefore are not forced by the observed monthly mean 
HADISST sea ice dataset (Rayner et al. 2003). However, 
the simulated sea ice concentration (for the TRANSIENT 
ensemble mean) captures very well the observed concen-
tration (HADISST dataset) with a correlation of 0.8 for 
the difference between the two periods (1975–1994) and 
(1949–1968). One could argue that the results found in this 
work might be different if the construction of the ensem-
ble members had considered the same time evolving sea 
ice boundary condition in each realization. This hypothesis 
has been tested by repeating the TRANSIENT ensemble 
but imposing for the sea ice concentration the same daily 
values calculated by the sea ice model in the STD-TRAN-
SIENT run. The results obtained with these simulations 
(hereafter denoted the SAME-ICE) are discussed in Sect. 4.

All simulations considered here use a prescribed ozone 
climatology taken from the AMIP II recommended data-
set (Wang et al. 1995). However, the radiation scheme in 
Mk3L does not account for the radiative effects of methane, 
nitrous oxide or chlorofluorocarbons. Therefore, we can-
not exclude the possibility that the observed inter-decadal 
changes are not fully captured by the model partly because 
other greenhouse gases, as well as other natural and anthro-
pogenic forcings, are not explicitly included in the simula-
tions considered in this study.

3  Assessing the skill of Mk3L stand‑alone atmospheric 
model

This section focuses on some important inter-decadal 
changes found by FF05 and FF07 in the jet streams, tem-
perature, Hadley circulation, mean sea level pressure and 
precipitation. The model results for each one of these 
atmospheric fields are presented in the following subsec-
tions. We have focused on the difference between July 
climate fields in the two periods (1975–1994) and (1949–
1968), since it portrays the changes that occurred in the 

mid-1970s. Although these changes can be also verified 
for the June–July–August (JJA) mean, their magnitudes are 
greater for the month of July.

As noted by Frederiksen et al. (2011), even for climate 
averages computed over a 20-year period, there may be 
considerable variability in simulations by different mod-
els or members from the same model. Further, ensemble 
means will tend to have less spatial variability (reduced 
troughs and peaks) than individual members or the reanaly-
ses because of phase shifts in the responses of the mem-
bers. In this section, we first focus mainly on the results 
of the STD-TRANSIENT run with default initial condi-
tions and then, in Sect. 4, we consider the results for the 
TRANSIENT ensemble mean. The STD-TRANSIENT run 
is representative of the more skilful members and repro-
duces many of the broad features of the observed changes 
between (1949–1968) and (1975–1994) quite well. It also 
displays the main features of the TRANSIENT ensem-
ble, but the magnitudes of the inter-decadal changes in the 
ensemble average are smaller.

3.1  Jet streams

Figure 1 shows the vertical cross-section of July zonal 
wind, averaged over 100°E–130°E longitude, for the 
NCEP/NCAR reanalysis (as in FF05), the STD-TRAN-
SIENT run and the 20CRV2 dataset. This longitude band 
is where the magnitude of the changes in the subtropical 
jet and baroclinicity are largest; it is also most relevant 
to changes in SWWA rainfall (FF05, FF07). At about 
200 hPa, the maximum in the zonal wind strength near 
30°S for the 1949–1968 basic state is reproduced by the 
STD-TRANSIENT simulation with slightly overestimated 
values (Fig. 1b) compared to the NCEP/NCAR reanalysis 
(Fig. 1a) and to the 20CRV2 (Fig. 1c).

FF05 and FF07 found, for the latter period (1975–1994), 
a reduction in the zonal wind near 30°S in the upper tropo-
sphere and, an increase near 45°S and in the main NH jet 

Table 1  List of the experiments performed with the Mk3L stand-alone atmosphere model

Experiment name Carbon dioxide concentration SST boundary forcing Run period Restart files

STD-TRANSIENT run Time-evolving Time-evolving 1870–2010 1 from default

Control run Fixed at 280 ppm Climatological 145 years 1 from default

TRANSIENT ensemble  
(13 members)

Time-evolving Time-evolving 1870–2010 1 from default, 4 from control  
run and 8 from Eq. (1)

348PPM ensemble  
(13 members)

Fixed at 348 ppm Time-evolving 1870–2010 1 from default, 4 from control  
run and 8 from Eq. (1)

300PPM ensemble  
(13 members)

Fixed at 300 ppm Time-evolving 1870–2010 1 from default, 4 from control  
run and 8 from Eq. (1)

SAME-ICE ensemble  
(13 members)

Time-evolving Time-evolving but same daily  
sea ice values from  
STD-TRANSIENT run

1870–2010 1 from default, 4 from control  
run and 8 from Eq. (1)
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core near 35°N (Fig. 1d, as in FF05). The STD-TRAN-
SIENT run is quite skilful in reproducing the broad struc-
tures of these changes, although it underestimates the 
magnitude in the SH (Fig. 1e) compared to the reanalyses 
(Fig. 1d, f). The 20CRV2 also shows the changes in the SH 
jet streams (Fig. 1f), with reduced magnitude compared to 
the NCEP/NCAR reanalysis (Fig. 1d). The increase in the 
main NH jet core near 35°N in the upper troposphere is not 
observed in the 20CRV2 (Fig. 1f).

In the SH lower stratosphere there are differences 
between the reanalyses (Fig. 1d, f). According to the 
National Oceanic & Atmospheric Administration (NOAA) 
website,5 verification tests have shown that the 20CRV2 
dataset, constructed with only surface pressure observa-
tions, creates reasonable atmospheric fields up to the 

5 http://www.esrl.noaa.gov/psd/data/testdap/datasets.html.

tropopause; this means that the data are probably less relia-
ble above the tropopause, which might explain the differ-
ences between the reanalyses in the SH lower stratosphere.

To investigate the quantitative agreement between the 
model simulations and reanalysis results in Fig. 1, cor-
relation coefficients calculated for each pressure level in 
the month of July have been displayed in Fig. 2. For the 
1949–1968 basic state (Fig. 2a), the STD-TRANSIENT 
run and the TRANSIENT ensemble mean have correlations 
larger than 0.95 with the NCEP/NCAR reanalysis from 70 
to 10 hPa while from 400 to 100 hPa the correlations are 
larger than 0.95 with both reanalyses. Figure 2b shows that, 
for the difference between the two periods [(1975–1994)–
(1949–1968)], the STD-TRANSIENT run and the TRAN-
SIENT ensemble mean has correlations above 0.64 with 
the NCEP/NCAR reanalysis from 600 to 200 hPa. In gen-
eral, the model simulations have larger correlations with 
the NCEP/NCAR reanalysis.

Fig. 1  Vertical cross-section of July zonal wind (m s−1), averaged 
over 100°–130°E longitude, as a function of latitude and pressure 
(hPa) for the 1949–1968 basic state, and for the difference (1975–
1994) to (1949–1968). Plots a, d for NCEP/NCAR data as in FF05. 
Plots b, e for the STD-TRANSIENT run and c, f for the 20CRV2 

data. Contour intervals are 10 m s−1 for the 1949–1968 basic state 
and 2 m s−1 for the difference (1975–1994)–(1949–1968) with stip-
pling indicating regions where the differences are statistically sig-
nificant at the 95 % level as determined by Student’s t test. Negative 
(positive) values are indicated by dashed (solid) lines

http://www.esrl.noaa.gov/psd/data/testdap/datasets.html
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Regarding to the longitudinal variations in the jet 
streams, FF05 and FF07 found that the reduction in the 
zonal wind in the 1975–1994 period extends across essen-
tially the whole hemisphere in a band centred near 30°S 
at 300 hPa. FF05 and FF07 also found a band to the south 
centred near 50°S with increases in the zonal wind up to 
5.6 ms−1. These findings were also noted by Archer and 
Caldeira (2008), who analysed historical trends of jet 
stream properties based on the ERA-40 and the NCEP/
NCAR reanalysis datasets for the period 1979–2001, and 
Pena-Ortiz et al. (2013) using a 3-D jet streaks detection 
algorithm with NCEP/NCAR reanalysis data. Figure 3a 
shows these changes in the jet streams based on the NCEP/
NCAR reanalysis. The 20CRV2 (Fig. 3c) and the STD-
TRANSIENT run (Fig. 3b) show broadly similar changes 
to the NCEP/NCAR reanalysis in the eastern hemisphere 
but different patterns of zonal wind changes in the western 

hemisphere. From 90° to 150°E longitude and from 30° to 
90°S latitude the STD-TRANSIENT simulation and both 
reanalyses show very similar changes, although with some 
differences in magnitude. In the western hemisphere, the 
STD-TRANSIENT run results agree more closely with the 
20CRV2 dataset, showing a similar pattern for the zonal 
wind changes, especially in the Atlantic Ocean for mid-
dle and high latitudes and around 150°W from 0° to 40°S 
(Fig. 3b, c).

3.2  Temperature

FF05 and FF07 found that the thermal structure of the SH 
atmosphere had changed between (1949–1968) and (1975–
1994) with significant warming south of 30°S, leading to 
a reduced equator-to-pole temperature gradient, particu-
larly in the eastern hemisphere. As well, this reduction in 

Fig. 2  Pearson correlation coefficients as a function of pressure level 
between CSIRO Mk3L atmospheric model (TRANSIENT ensemble 
mean and STD-TRANSIENT run) and reanalyses (NCEP/NCAR and 
20CRV2) for the vertical cross-section of July zonal wind averaged 

between 100° and 130°E for a the 1949–1968 period and b the differ-
ence (1975–1994)–(1949–68). Values greater than 0.444 or less than 
−0.444 are statistically significant at the 95 % level
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the atmospheric temperature gradient around 30°S is asso-
ciated, by thermal wind balance, with the reduction in the 
vertical shear of the zonal wind.

Figure 4 shows the potential temperature at 500 hPa for 
the difference between the two periods. The potential tem-
perature is defined by the following relationship:

where R is the gas constant of air, cp is the specific heat 
capacity at constant pressure and θ is the temperature that 
a parcel of dry air at pressure p and temperature T would 
have if it were expanded or compressed adiabatically to 
surface pressure ps (Holton 2004).

(2)θ = T

(

ps

p

)R/cp

The significant warming south of 30°S, noted by FF05 
and FF07 from the NCEP/NCAR reanalysis data (Fig. 4a), 
is captured by the STD-TRANSIENT run (Fig. 4b), 
although there is a cooling region around 150°W, south of 
30°S. There are some differences between the reanalyses, 
especially in the western hemisphere and equatorward of 
30°S, which may be attributed to differences in the data 
assimilation techniques utilized by them. However, the 
20CRV2 also shows the significant warming south of 30°S 
(Fig. 4c). The cooling regions over Madagascar, South 
Africa and the west of Australia around 20°S are seen in 
both reanalyses (Fig. 4a, c) and in the STD-TRANSIENT 
simulation (Fig. 4b), since in the eastern hemisphere there 
is better agreement between the model simulations and 
the reanalyses. However, only the STD-TRANSIENT run 

Fig. 3  Zonal wind (m s−1) for July at 300 hPa for the difference 
(1975–1994)–(1949–1968). Plot a for the NCEP/NCAR data, b for 
the STD-TRANSIENT run and c for the 20CRV2 data. Contour inter-

vals are 1 m s−1 with stippling indicating regions where the differ-
ences are statistically significant at the 95 % level as determined by 
Student’s t test
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(Fig. 4b) and the 20CRV2 (Fig. 4c) show cooling regions 
over the central Indian Ocean around 20°S, over the Pacific 
Ocean around 30°S, from 180° to 120°W, and over the 
Atlantic Ocean around 60°S.

3.3  Hadley circulation

The Hadley cell is generally defined as the zonal mean 
meridional mass circulation in the atmosphere bounded 
roughly by 30°S and 30°N, with warmer air rising in the 
tropics and colder air sinking in the subtropics. This cir-
culation is one of the fundamental regulators of the earth’s 
energy budget, transporting heat poleward and thus, reduc-
ing the resulting equator-to-pole temperature gradient. As 
well, the Hadley cell also transports momentum poleward, 
strongly influencing the subtropical jet streams. Thus, the 

weakening of the Australian jet stream and the reduction of 
the equator-to-pole temperature gradient in the latter period 
discussed earlier are probably associated with alterations in 
the Hadley Circulation (HC), as found by FF05 and FF07.

The HC is described in terms of the mean meridional 
mass streamfunction ψ (Oort and Yienger 1996) computed 
using the zonal-mean meridional wind and the surface 
pressure according to the following equation:

Here a is the earth’s radius, ϕ is the latitude, v is the zon-
ally averaged temporal mean of the meridional velocity, p 
is the pressure, ps is the surface pressure, g is the accelera-
tion of gravity. This formula quantifies air mass transport in 

(3)ψ(ϕ, p) =
2πacosϕ

g

ps
∫

p

[

v(p
′

,ϕ)

]

dp
′

Fig. 4  Potential temperature (K) for July at 500 hPa for the differ-
ence (1975–1994)–(1949–1968). Plot a for the NCEP/NCAR data, b 
for the STD-TRANSIENT run and c for the 20CRV2 data. Contour 

intervals are 0.5 K with stippling indicating regions where the differ-
ences are statistically significant at the 95 % level as determined by 
Student’s t test



3002 A. C. V. Freitas et al.

1 3

the tropics and subtropics and the strength or intensity of 
the HC is defined by the maximum value of the zonal mean 
meridional mass streamfunction. The HC poleward expan-
sion is defined as the latitude at which the streamfunction 
takes the value 0.0, interpolated on the latitude grid, at the 
pressure level of 500 hPa (Gastineau et al. 2009).

Following the Oort and Yienger (1996) convention, ψ 
corresponding to a clockwise circulation is positive (as in 
the NH winter cell), whereas ψ corresponding to a counter-
clockwise circulation (as in the SH winter cell) is negative. 
Thus, a strengthening of the SH HC corresponds to a nega-
tive value of the ψ change for the month of July.

Table 2 shows the mean SH HC intensity in the reanaly-
ses and model simulations for the two periods analysed and 
for the difference between them. A weakening of the HC 
can be seen in the latter period (1975–1994) for the NCEP/
NCAR reanalysis and the model simulations. However, no 
significant response is seen in the 20CRV2. As well, it is 
evident that the magnitude of the mean HC intensity for 
both periods is smaller for the NCEP/NCAR reanalysis, as 
also found in other studies (c.f. Figure 2, 6 and Table 2 of 
Stachnik and Schumacher 2011; Figure 3 of Lucas et al. 
2014). Stachnik and Schumacher (2011), using the meridi-
onal streamfunction index, found significant variability in 
the long-term trends and climatology of HC intensity in 
recent decades among eight different reanalysis datasets. 
The ERA-40 exhibits one of the strongest circulations for 
the SH, whereas the NCEP/NCAR reanalysis is a more 
obvious weak outlier for the southern cell.

Another common index to study the HC intensity is the 
vertical shear of the zonally averaged meridional velocity 
between 200 and 850 hPa (Oort and Yienger 1996). Fig-
ure 5a shows this index in each period considered here for 
model simulations and reanalyses. We note that each data-
set has a parabolic shape with a trough near the equator. The 
trough for the 20CRV2 dataset is deeper in the 1975–1994 
period indicating a strengthening of the SH HC. A prominent 

feature in Fig. 5 is the fact that the NCEP/NCAR reanaly-
sis has a shallower trough for both periods compared with 
the 20CRV2 dataset and the TRANSIENT ensemble mean. 
As expected, these findings are in agreement with the ear-
lier discussion based on the meridional streamfunction index 
(Table 2) since both are based on the meridional wind. It is 
also worth remembering that the HC is a zonal-mean quan-
tity and, as previously discussed for the zonal wind and 
temperature fields, the reanalyses present significant differ-
ences in the western hemisphere. Figure 5b shows the differ-
ence between the two reanalyses for the meridional wind at 
200 hPa [(1975–1949)–(1949–1968)]. There are significant 
differences between the reanalyses from 0 to 40°S in the 
western hemisphere (mainly over the Pacific and Atlantic 
Oceans) and thus, this reflects in the inconsistencies found 
for the HC intensity magnitude and changes in the latter 
period. In this context, Song and Zhang (2007) also found 
different trends in the SH winter HC intensity between the 
ERA-40 and the NCEP/NCAR reanalyses primarily over the 
western tropical oceans where few atmospheric radiosonde 
measurements exist. Both the NCEP/NCAR and ECMWF 
reanalyses used similar input data of operational radiosondes 
and satellite measurements, but the authors found significant 
differences in the HC intensity trend over the last 50 years. 
The 20CRV2 dataset assimilates only surface pressure obser-
vations and, therefore, there is a potential for large differ-
ences, especially in vertical structure, between this dataset 
and the NCEP/NCAR reanalysis. As well, the zonal mean 
HC represents an ageostrophic circulation, which is more 
difficult to capture in statistical or numerical approaches and 
thus, more subject to the vagaries of the reanalysis models.

We established earlier that, in the western hemisphere, 
the model simulations show better agreement with the 
20CRV2 dataset for the zonal wind and temperature fields. 
Analysing the difference between the two reanalyses and 
the model simulations for meridional wind at 200 hPa 
[(1975–1949)–(1949–1968)], we found that the model 
simulations are in better agreement with the 20CRV2 data-
set over the central Pacific around 15°S, over the western 
Pacific around 30°S, over the Atlantic Ocean around the 
equator and over the Maritime Continent region (Figure not 
shown). However, over the eastern Atlantic from 0 to 40°S 
and over the Atlantic Ocean and eastern Pacific around 
35°S the model simulations are in better agreement with the 
NCEP/NCAR reanalysis (Figure not shown). These results 
indicate that the weakening of the HC, which was detected 
earlier only for the NCEP/NCAR and model simulations, 
may be attributed mainly to the changes in the regional HC 
in the 1975–1994 period. In this context, a weakening of 
the upper-level HC west of Africa in the 1971–2000 period 
was shown by Baines (2005).

In terms of trend, Table 3 shows a HC weakening trend 
for the whole period (1949–1994) in July and also in JJA for 

Table 2  Mean HC Intensity (×109 kg s−1) for the reanalyses and 
ensemble means analysed in the periods 1949–1968, 1975–1994, and 
the mean difference

Values in bold are statistically significant at 95 % level from Stu-
dent’s t test

+Difference signal indicates weakening of the HC in the latter period

Data/ 
simulation

1949–1968 1975–1994 Mean difference  
(95 % confidence interval)

NCEP/NCAR −18.97 −17.72 +1.25 (0.69 to 1.81)

20CRV2 −24.02 −24.56 −0.54 (−1.92 to 0.84)

TRANSIENT −27.75 −26.93 +0.82 (0.13 to 1.51)

348PPM −27.65 −26.83 +0.82 (0.13 to 1.52)

300PPM −27.96 −27.17 +0.79 (0.18 to 1.41)

SAME-ICE −27.90 −26.92 +0.98 (0.28 to 1.68)
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the NCEP/NCAR reanalysis and for the model simulations 
(significant only in JJA). However, strengthening trends of 
nearly equal magnitude are found for the 20CRV2 (signifi-
cant only in JJA and more uncertain). The two reanalyses 
also show opposite latitudinal shifts of the HC in the latter 
period (1975–1994). There are significant linear trends for 
the period 1949–1994, with the NCEP/NCAR reanalysis 
(20CRV2) showing a HC poleward (equatorward) shift of 
0.11 (0.33) degrees per decade for July and of 0.20 (0.17) 
degrees per decade for JJA. The HC poleward shift trend for 

the model simulations is very small and not significant. Dif-
ferences in the HC trends among reanalyses may be attrib-
uted to the fact that the 20CRV2 dataset assimilates only 
surface observations, as discussed earlier.

3.4  Mean sea level pressure

Sadler et al. (1988), Allan and Haylock (1993) and Smith 
et al. (2000) found that the dramatic reduction in win-
ter rainfall in the SWWA is associated with an increase 

Fig. 5  a July difference between the zonal mean of the meridional 
wind (m s−1) at 200 and 850 hPa for the 20CRV2 (blue lines), the 
NCEP/NCAR reanalysis (red lines) and the TRANSIENT ensemble 
mean (orange lines) for the 1949–1968 period (solid line) and for the 
1975–1994 period (dashed line); b July meridional wind (m s−1) at 

200 hPa for the difference 20CRV2 [(1975–1994)–(1949–1968)]–
NCEP/NCAR reanalysis [(1975–1994)–(1949–1968)] with stippling 
indicating regions where the differences are statistically significant at 
the 95 % level as determined by Student’s t test
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Table 3  Linear trend for the HC Intensity (×109 kg s−1 per decade) in the 1949–1994 period for the reanalyses and ensemble means analysed

Values in bold are statistically significant at 95 % level from Student’s t test

+ trend signal indicates weakening of the HC in the latter period

Data/simulation Linear trend July 1949–1994  
(95 % confidence interval)

Linear trend JJA 1949–1994  
(95 % confidence interval)

NCEP/NCAR +0.36 (0.14 to 0.59) +0.35 (0.17 to 0.53)

20CRV2 −0.30 (−0.76 to 0.16) −0.34 (−0.009 to −0.67)

TRANSIENT +0.16 (−0.1 to 0.42) +0.26 (0.01 to 0.50)

348PPM +0.16 (−0.09 to 0.42) +0.24 (0.004 to 0.48)

300PPM +0.15 (−0.09 to 0.38) +0.24 (0.02 to 0.46)

SAME-ICE +0.23 (−0.03 to 0.49) +0.26 (0.03 to 0.50)

Fig. 6  Sea level pressure (hPa) for the July difference (1975–1994)–
(1949–1968). Plot a for the NCEP/NCAR data, b for the STD-
TRANSIENT run and c for the 20CRV2 data. Contour intervals are 

1 hPa with stippling indicating regions where the differences are sta-
tistically significant at the 95 % level as determined by Student’s t test
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in Perth mean sea level pressure (MSLP). Approximately 
60 % of the variance in the SWWA winter rainfall is 
explained by fluctuations in Perth MSLP throughout the 
1900s (FF05 and FF07).

Figure 6 shows the MSLP for the difference between 
the two periods (1949–1968) and (1975–1994). The rea-
nalyses and the STD-TRANSIENT run show higher pres-
sures at Perth for the latter period (1975–1994). How-
ever, the Perth MSLP changes are only significant in the 
NCEP/NCAR reanalysis. The reanalyses show different 
changes for the MSLP in the latter period over the cen-
tral and eastern Pacific Ocean, but they agree better in the 
eastern hemisphere (Fig. 6a, c). The NCEP/NCAR rea-
nalysis shows a significant hemispheric band of negative 
values south of 60°S. The STD-TRANSIENT simulation 
presents some aspects not observed in the reanalyses, 
such as the decrease of MSLP in the latter period over the 
Africa, Madagascar and the Indian Ocean, and a MSLP 
increase from 170°E to 130°W around 55°S. In the west-
ern hemisphere, specifically over the central Pacific, the 
model agrees better with the 20CRV2 (Fig. 6b, c). Dif-
ferences between the model simulations and the reanaly-
ses may be attributed to systematic model errors, decadal 
variability, the fact that the simulations do not explicitly 
include other greenhouse gases, as well as other natural 
and anthropogenic forcings, and errors in the reanalyses 
themselves.

3.5  Precipitation

Frederiksen and Frederiksen (2011, hereafter FF11) found 
large rainfall reductions in the 1975–1994 period over 
SWWA and eastern and southeastern Australia of around 

20, 30, and 10 %, respectively (cf. Fig. 7a). FF05 and FF07 
argued that this was related to a substantial reduction in 
the growth rate of leading storm modes developing over 
southwest Australia and upstream over the Indian Ocean 
near 30°S. These storms grow through baroclinic instabil-
ity and a lessening in growth rates is associated with the 
atmosphere becoming more stable, or equivalently with a 
reduction in the vertical wind shear.

Figure 7b shows that the STD-TRANSIENT run cap-
tures some of the broad features of the rainfall reductions 
over the SWWA and eastern and south-eastern Australia, 
although with underestimated magnitude. The model also 
captures the rainfall increase over north-eastern and parts 
of central-north Australia. Frederiksen et al. (2011) per-
formed an evaluation of twenty-two of the Coupled Model 
Intercomparison Project Three (CMIP3) models and 
showed that very few models were able to simulate the 
observed changes in rainfall for the 1975–1994 period. A 
significant advantage of the coupled general circulation 
models (CGCM) is that they simulate, as in the real world, 
the influence of the ocean on the overlying atmosphere and 
its response to fluctuations in surface heat fluxes driven by 
atmospheric variability. They also contain both the direct 
effects of anthropogenic CO2 forcing (via differential 
changes in atmospheric heating) and the indirect effects 
(via changes in SST). However, their SST response (and 
especially the regional details of their SST response) may 
differ from the observed SST evolution, thereby affecting 
the fidelity of the simulated circulation (Deser and Phillips 
2009). On the other hand, the AGCM with prescribed SST 
has the issue of the lack of coupling with an underlying 
ocean, which can also limit its skill to properly reproduce 
the observed changes.

Fig. 7  July Australian rainfall (mm/month) for the difference 
(1975–1994)–(1949–1968). Plot a obtained from Frederiksen and 
Frederiksen (2011) based on the Australian Bureau of Meteorologi-
cal National Climate Centre mean gridded rainfall dataset (Jones and 
Weymouth 1997) and b for the STD-TRANSIENT run with stippling 

indicating regions where the differences are statistically significant at 
the 90 % level as determined by Student’s t test. Contour intervals 
are 5 mm/month. Negative (positive) values are indicated by dashed 
(solid) lines
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4  Contributions of forced and un‑forced components 
in driving the climate shift

In this section we firstly analyse the atmospheric simula-
tions (ensemble mean) with fixed and time-varying CO2 
concentrations to examine the role of the direct radiative 
forcing due to CO2 in driving the inter-decadal changes 
found by FF05 and FF07 in the jet streams, temperature, 
Hadley circulation, mean sea level pressure and precipi-
tation. In the Sect. 4.2 we also investigate the differences 
between the simulations forced with the same and differ-
ent time evolving sea ice boundary conditions. The relative 
magnitude of the SST-forced and internal variability com-
ponents is quantified in Sect. 4.3. Finally, in the Sect. 4.4 
we analyse the observed changes in the SSTs using a non-
stationary cluster analysis method.

4.1  Simulations with fixed and time-varying CO2 
concentrations

The comparison of the inter-decadal changes in the jet 
streams between the TRANSIENT ensemble mean, which 
has historical time-evolving CO2 concentration, and the 
348PPM ensemble mean, which has fixed CO2 concen-
tration, allows us to evaluate the direct effect of the time-
varying external radiative forcing due to CO2. Figure 8a, b 
indicate that the inclusion of the time-evolving CO2 con-
centration does indeed have a direct effect. In the SH (NH), 
the magnitude of the zonal wind changes is larger (smaller) 
compared to the simulations without time-varying external 
forcing. The opposite behaviour in the two hemispheres is 
intriguing and demonstrates that the response of the NH 
and the SH circulation to the time evolution of CO2 concen-
trations can be different. In this context, Grise and Polvani 
(2014) decomposed the atmospheric circulation response 
to CO2 forcing into a direct component due to CO2 radia-
tive forcing and an indirect component associated with the 
SST changes and showed that, although well-mixed in the 
atmosphere, increasing CO2 can drive very different circu-
lation responses in the NH and SH.

The inclusion of the time-evolving CO2 concentrations 
does not seems to have a great impact on the changes in the 
potential temperature at 500 hPa (Fig. 8c, d). In both cases, 
the significant warming south of 30°S, particularly in the 
eastern hemisphere, is reproduced. This is an indication that 
the effects of time-varying CO2 concentrations are implic-
itly included in the SST signal. The changes in the atmos-
pheric temperatures are also closely related to changes 
in the SSTs between the two periods (1949–1968) and 
(1975–1994) as shown in Fig. 9. This is particularly evident 
for the SST over the Indian Ocean around 30°S (Fig. 9a) 
and for the atmospheric potential temperature south 
of 30°S (Fig. 9b), where an increase is seen in the latter 

period. When we perform the zonal mean of Fig. 9a, b,  
mostly positive differences from equator to pole are noted, 
clearly indicating this atmospheric and oceanic temperature 
increase (Fig. 9c), which results in a reduction in the latitu-
dinal temperature gradient for the latter period. We expect 
that the increasing CO2 concentration would have made 
a contribution to the changing SSTs. This indirect effect, 
associated with the SST changes, is discussed in more 
detail in Sect. 4.4.

The inclusion of the time-evolving CO2 concentra-
tion does also not seems to have a direct effect on the 
changes of the HC in the latter period. This is evident 
from the results shown in Table 2, i.e. a HC weaken-
ing of 0.82 × 109 kg s−1 for the TRANSIENT ensem-
ble mean and as well for the 348PPM ensemble mean. 
When we analyze each period and not just the differ-
ence between them, we see that the HC intensity in the 
348PPM ensemble mean is a little weaker in both periods 
than the TRANSIENT ensemble mean, which has histori-
cal time-evolving CO2 concentration. However, this dif-
ference for each period between the ensemble means is 
not statistically significant. Simulations with a different 
fixed CO2 concentration (300 ppm) have also been per-
formed to examine the sensitivity to the prescribed CO2. 
The mean CO2 concentration for the 1949–1968 (1975–
1994) basic state is about 316 (345) ppm. Thus, the con-
centration used in the 348PPM (300PPM) ensemble mean 
is larger (smaller) than the mean concentration for both 
periods. Table 2 shows that the 300PPM ensemble mean 
also presents a weakening of the HC around 0.8 × 109 
kg s−1 in the latter period. However, the HC intensity in 
the 300PPM ensemble mean is a little stronger (but still 
not significant) in both periods compared with the TRAN-
SIENT and 348PPM ensemble means. Since the differ-
ences between the TRANSIENT, 348PPM and 300PPM 
ensemble means are not statistically significant we cannot 
state that there is a direct effect of time-evolving changes 
in CO2 concentrations. The linear trend for July and for 
the JJA in the 1949–1994 period also shows a weaken-
ing of HC and almost no difference between the ensemble 
means (Table 3).

The main differences in the 1975–1994 period for the 
MSLP field between the TRANSIENT and the 348PPM 
ensemble means over the Australian continent are not sta-
tistically significant (figures not shown). As well, over most 
of the statistically significant regions (especially over the 
Indian and Atlantic Oceans) the changes are similar for the 
ensemble means. Therefore, we cannot state that there is an 
observed direct effect due to CO2 for the MSLP field.

The TRANSIENT ensemble mean shows rainfall reduc-
tions only over the southern most parts of southwest and 
southeast Australia and over the ocean to the south where 
they are statistically significant (Fig. 8e). The 348PPM 
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Fig. 8  Vertical cross-section of July zonal wind (m s−1) for the dif-
ference (1975–1994)–(1949–1968) averaged between 100° and 
130°E as a function of latitude and pressure (hPa) for the ensemble 
means: a TRANSIENT and b 348PPM. Potential temperature (K) 
for July at 500 hPa for the difference (1975–1994)–(1949–1968):  
c TRANSIENT and d 348PPM. July Australian rainfall (mm/month) 

for the difference (1975–1994)–(1949–1968): e TRANSIENT and f 
348PPM. Contour intervals are 2 m s−1 for (a) and (b), 0.5 K for (c) 
and (d), and 5 mm/month for (e) and (f). Stippling indicates regions 
where the differences are statistically significant at the 95 % (90 % 
for rainfall) level as determined by Student’s t test
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ensemble mean shows only a small region with rainfall 
reduction over the ocean to the south of SWWA (Fig. 8f). 
The precipitation field in the TRANSIENT and the 
348PPM ensemble means is quite similar in the subtropics, 
but over the southern Australia and further south large dif-
ferences are seen, which are related to the similar differ-
ences in the jet streams (Fig. 8a, b).

In summary, the results have shown that there is little 
impact of the direct CO2 radiative forcing on the changes 
in the 1975–1994 period, especially for the potential 

temperature at 500 hPa, MSLP field and HC. However, 
the inclusion of the time-evolving CO2 concentration has 
shown that there is sensitivity to the CO2 emission trajec-
tory for the precipitation field over southern Australia and 
further south. As well, in the SH (NH) the magnitude of 
the zonal wind changes is larger (smaller) compared to 
the simulations without time-varying external forcing. The 
results have also shown clearly that the atmospheric simu-
lations with historical time-evolving CO2 are more skilful 
in reproducing the inter-decadal changes.

Fig. 9  a July sea surface temperature (K) based on the HADISST 
dataset for the difference (1975–1994)–(1949–1968); b July potential 
temperature (K) based on the NCEP/NCAR reanalysis averaged on 
700 hPa and 300 hPa pressure levels for the difference (1975–1994)–
(1949–1968); c July zonal mean air temperature (SST) from NCEP/

NCAR (HADISST) for the difference (1975–1994)–(1949–1968). 
Blue (green) line corresponds to air temperature (SST). Contour inter-
vals are 0.5 K for (a) and (b) with stippling indicating regions where 
the differences are statistically significant at the 95 % level as deter-
mined by Student’s t test
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4.2  Simulations forced by the same sea ice boundary 
condition

Each member of the TRANSIENT ensemble began 
with slightly different initial conditions and is forced 
with the same time-varying observed SST and historical 

time-evolving CO2 concentrations, but different sea ice 
boundary conditions (whose evolution is determined by the 
multi-layer dynamic-thermodynamic sea ice model). Here 
we test the hypothesis that the inter-decadal changes con-
sidered in this work may be significantly different when 
the ensemble members are constructed in the same way as 

Fig. 10  The difference (1975–1994)–(1949–1968) for the SAME-
ICE ensemble mean. Plot a for vertical cross-section of July zonal 
wind (m s−1) averaged between 100° and 130°E as a function of lati-
tude and pressure (hPa), b for potential temperature (K) for July at 

500 hPa and c for July Australian rainfall (mm/month). Contour inter-
vals are 2 m s−1 for a, 0.5 K for b, and 5 mm/month for c. Stippling 
indicates regions where the differences are statistically significant at 
the 95 % (90 % for rainfall) level as determined by Student’s t test
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TRANSIENT runs but forced with the same time evolv-
ing sea ice boundary conditions (whose evolution is speci-
fied by the daily values of the STD-TRANSIENT run) in 
each realization. Thus, in the SAME-ICE experiment, the 
ensemble members only differ in their initial conditions.

The SAME-ICE ensemble mean shows a smaller mag-
nitude of the zonal wind changes in both hemispheres for 
the latter period (Fig. 10a) compared with the TRAN-
SIENT ensemble mean (Fig. 8a). Simmonds and Budd 
(1991) studied the sensitivity of the SH circulation to sea 
ice concentration and found that decreased sea ice concen-
tration is associated with a warming of the troposphere and 
a weakening of westerlies. Therefore, in a scenario of sea 
ice concentration changes, alterations in the albedo over 
sea ice and in the incoming solar radiation are expected, 
resulting in zonal winds changes as reported by the authors. 
We investigated if there are changes in the sea ice con-
centration between the SAME-ICE and the TRANSIENT 
ensemble means. We found that around 60°S the sea ice 
concentration for the TRANSIENT ensemble mean is a lit-
tle larger (around 1.2 % for the zonal mean) than for the 
SAME-ICE ensemble mean in the 1949–1994 period (fig-
ure not shown). In general, there is little difference between 
the SAME-ICE and the TRANSIENT ensemble means for 
the potential temperature at 500 hPa (Figs. 8c, 10b), the HC 
(Tables 2, 3), the MSLP (figure not shown since the main 
differences between the two periods are not statistically 
significant) and the precipitation (Figs. 8e, 10c), despite 
some local differences. In summary, these results implies 
that prescribing the same time evolving sea ice boundary 
conditions, i.e. removing the sea ice variability, does not 
greatly affects the large-scale flow inter-decadal changes.

4.3  Potential predictability

Diagnosing the contributions to atmospheric variability by 
external forcing and internal dynamics is exceedingly dif-
ficult in the real atmosphere partly because their effects are 
inextricably confounded and partly because of inhomoge-
neities in the observational data (Rowell and Zwiers 1999). 
However, it becomes possible using an ensemble of climate 
simulations, where all are forced by the same observed 
time-varying SSTs but started from different initial atmos-
pheric conditions. Here we use the analysis of variance 
(ANOVA) proposed by Rowell et al. (1995) and Rowell 
(1998) to quantify the relative magnitude of the SST forced 
and internal variability. The statistical details of this tech-
nique were also described by Scheffe (1959) and Searle 
et al. (1992), so we give only a brief overview here.

Consider an ensemble of n climate simulations, each of 
N years in length, each forced by the same varying SSTs, 
and each one differing from the others only by its initial 
atmospheric conditions. Let xij be a time mean of some 

atmospheric variable or index, in year i (i = 1, …, N) and 
run j (j = 1,…, n). The statistical model for xij consists as 
the sum of two independent components:

where μi is the component of xij due to SST forcing (the 
variance of the μi is σSST

2 ); and ɛij is due to internal vari-
ability (the variance of the ɛij is σINT

2 ). Two assumptions are 
made in the application of the statistical model described 
above. The first is that the ɛij’s are all randomly and inde-
pendently selected from the same population with zero 
mean. The second assumption is that the μi’s are indepen-
dently and identically distributed random variables from 
some defined population.

Since each ensemble member is subject to the same 
boundary conditions, the spread among the members gives 
an unbiased estimate of the internal variability. In theory, 
if the size of the ensemble from a perfect model is infinite, 
the internal variability will be zero in the ensemble mean. 
However, in practice, it is impossible to generate an infinite 
ensemble set. Therefore, following Scheffe (1959), the SST 
forced variability (σSST

2 ) can be deduced from the variance 
of the ensemble mean  (σEM

2 ) after removing the bias due to 
internal variability (σINT

2 ).

Therefore, the xij’s can be used to obtain unbiased estimates 
of σINT

2  and σSST
2 . The sum of these variance components 

provides an unbiased estimate of the total variance, σTOT
2

To evaluate where on the globe atmospheric variations are 
sufficiently affected by SST forcing it is necessary to cal-
culate the potential predictability (PP), i.e. the level of pre-
dictability that could be achieved given perfect knowledge 
of the boundary conditions. The PP is defined by the ratio 
of SST forced variance to total variance (σSST

2 /σTOT
2 ) and 

varies between 0 and 100 %. To calculate its statistical sig-
nificance a Fisher’s F test is used with the null hypothesis 
being PP = 0.

Rowell et al. (1995) and Rowell (1998) applied the 
ANOVA technique to assess potential predictability at sea-
sonal and monthly timescales, however, the authors noted 
that it can also prove useful as a general analysis tool for 
understanding natural climate variability and potential 
atmospheric predictability on any chosen time or space 
scale (e.g. Chen and Van Den Dool 1997). Here, as shown 
in Fig. 11, we have calculated the PP of each atmospheric 
field analysed for monthly (July), seasonal (JJA) and inter-
decadal time scales for the TRANSIENT ensemble mean in 
the 1949–1994 period. The inter-decadal time series were 

(4)xij = µi + εij

(5)σ 2
SST = σ 2

EM −
1

n
σ 2
INT

(6)σ 2
TOT = σ 2

SST + σ 2
INT = σ 2

EM +
n− 1

n
σ 2
INT
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computed by firstly calculating the annual mean of monthly 
data and then, smoothing the data by performing a 7-year 
running mean twice on the annual time series. The 7-year 
period is also used by other authors (e.g. Montecinos et al. 
2003; Chen et al. 1996; Pizarro and Montecinos 2004; Det-
tinger and Diaz 2000) in order to filter out the interannual 
variations associated with El Niño-Southern Oscillation 
(ENSO), whose periodicities vary between 2 and 7 years. It 
is applied twice to eliminate residual high‐frequency vari-
ability. After this processing the lengths of the records were 
reduced to 1955–1988 to remove possible end point effects 
of the filtering.

From Fig. 11, we note that on each time scale, lower val-
ues of PP are generally found in the extratropics since the 
forced to internal variance ratio (σSST

2 /σINT
2 ) is low due to 

chaotic variability in the extratropics. In contrast, the vari-
ance ratio is high over the tropics where the SST forcing 
is dominant (cf. Rowell 1998). As well, we see that the PP 
values are higher primarily on the inter-decadal time scale 
and to a lesser extent on the seasonal time scale (JJA) than 
when we consider only the month of July. Rowell (1995) 
found that the internal variability was small at seasonal 
time scales, but not surprisingly becomes larger as one 
reduces either the spatial or temporal scale of analysis. 
Kumar and Hoerling (1995) noted that the effect of ensem-
ble averaging may also be viewed to be equivalent to time 
averaging. The internal variance decreases with increasing 
ensemble size, thus time averaging on longer time scales 
should produce similar decrease in the internal variance. 
Therefore, when the intraseasonal variability is considered, 

Fig. 11  Potential predictability (%) for monthly (July), seasonal 
(JJA) and inter-decadal time scales of zonal wind at 300 hPa, poten-
tial temperature at 500 hPa, sea level pressure and precipitation for 

the TRANSIENT ensemble mean in the 1949–1994 period. Regions 
where the potential predictability is greater than 10 % are signifi-
cantly different from zero at the 99 % confidence level from an F-test

Table 4  Area-averaged 
(AA) values of the potential 
predictability (PP) for the 
TRANSIENT ensemble mean 
in the 1949–1994 period

Values in bold are statistically 
significant at 99 % level from 
an F-test

PP July (%) PP JJA (%) PP Inter-decadal (Detrended  
annual time series) (%)

Zonal wind 300 hPa
AA: 24°–30°S, 0°–360°E

19.1 32.9 44.4 (43.9)

Potential temperature 500 hPa
AA: 30°–60°S and 0°–360°E

13.9 25.6 63.8 (35.0)

Sea level pressure
AA: 112.5–118°E, 24°–37°S

12.3 18.5 64.5 (52.5)

Precipitation
AA: 112.5–118°E, 24°–37°S

10.4 17.9 33.6 (35.5)
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Fig. 12  a Global sea surface temperature (K) annual mean for the 
period 1870–2010 based on the HADISST dataset with the linear 
trend line; b composite states from cluster analysis of HADISST 
data over the region south of 30°S: values greater than 0.1 or less 

than −0.1 are significant at the 95 % confidence level; c time series 
of gamma—γi(t), or model affiliation sequence, from cluster analysis 
of HADISST data with 12-month digital filter applied. Blue (red) line 
corresponds to cold state 1 (warm state 2)
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the internal variance should increase and thus, the value of 
PP decreases.

Area-averages of the PP values for July, JJA and on 
the inter-decadal time scale have been calculated over the 
main regions of interest during the 1949–1994 period and 
the results are displayed in Table 4. For the zonal wind, 
the area considered is around the latitude of the Australian 
jet, which exhibited a strong reduction in the 1975–1994 
period. The mid-latitude region is considered for potential 
temperature, since a significant warming was observed 
south of 30°S in the latter period. For MSLP and precipita-
tion, the region around Perth is considered, since the main 
changes in these variables occurred in this region.

Montecinos et al. (2003) separated the very low fre-
quency variability from the inter-decadal time scales by 
removing the linear trends of the annual time series before 
smoothing by twice applying a 7-year running mean. 
Here, we have also used their approach by employing the 
detrended-annual time series in the computation of the 
PP values at inter-decadal time scale. In this case, Table 4 
shows a significant difference for the PP values of the 
extratropical zonal mean potential temperature at 500 hPa. 
This indicates an important contribution of the SST forced 
low frequency variability for the predictability of the extra-
tropical potential temperature at 500 hPa. As discussed 
earlier, higher values of PP are found for the inter-decadal 
time scale (to the largest extent) and for the seasonal time 
scale (JJA) than when we consider only the month of July 
(Table 4). For July and JJA, the contribution of the SST 
forcing is greater for the zonal wind (hemispheric latitude 
band of 24°–30°S) at 300 hPa, whereas at inter-decadal 
time scale, the contribution is greater for the MSLP (region 
of 112.5–118°E, 24°–37°S). The internal variability of the 
atmosphere has an important role on the precipitation in the 
region 112.5–118°E, 24°–37°S for all time scales (espe-
cially in July).

4.4  Changes in SSTs

The global and annual mean SST has broadly increased 
since 1870 with a significant positive trend of 0.04 °C 
per decade; the time series and the trend line based on the 
HADISST dataset are shown in Fig. 12a for the period 
1870–2010. The increases in SST are suggestive of global 
warming associated with increasing greenhouse gases. We 
have made more detailed analyses of SST changes in the 
southern ocean south of 30°S using the nonstationary clus-
ter analysis method summarised in the Appendix. We have 
focused on this extratropical region since it largely avoids 
the influence of tropical teleconnections associated with 
ENSO. The dimensionality of the dataset has been reduced 
by expanding it using principal component analysis (PCA) 
for the whole time period (January 1870–August 2012) and 

retaining only the first 10 principal component time series 
in the analysis. The two leading cluster states are shown in 
Fig. 12b; they have essentially the same structure but with 
opposite signs, one warm and one cold relative to the back-
ground state. The warm state 2 corresponds to large scale 
warming of the southern ocean with enhanced warming of 
the western boundary currents—the East Australian Cur-
rent, Brazil-Malvinas Confluence and the Agulhas Current. 
This pattern, and in particular the significant warming of 
the Indian Ocean and the Brazil-Malvinas Confluence, is in 
close agreement with the July SST difference pattern (south 
of 30°S) shown in Fig. 9a. In any given month the cluster-
ing associates the monthly mean HADISST data with one 
of either the warm or cold metastable regimes. The method 
finds the state that is most similar to the data and deter-
mines functions γi(t), i = 1, 2, where γ1 + γ2 = 1, which 
can be interpreted as probabilities that the data is in one or 
other of the two metastable states. The time series of γi(t) 
(or model affiliation sequence), filtered by a 12-month fil-
ter, shows the broad features and trends of the data between 
1870 and 2012 (Fig. 12c).

We see that prior to about 1978 there was marked dec-
adal variability but no particular preference for one state 
over the other. Post 1978 the system has a marked prefer-
ence for the warm state, unlike the variability prior to this 
period. The papers of O’Kane et al. (2013a, b) showed 
that the entire Southern Ocean thermocline, as well as the 
boundary currents, underwent a systematic regime transi-
tion around 1978 associated with a more dominant positive 
phase of the Southern Annular Mode and a reduction in the 
persistence of the positive phase of the hemispheric wave-
number three blocking pattern.

The transition between decadal variability and the pref-
erence for the warm SST state in the late 1970s suggests 
that the SST is carrying some of the signal of the CO2 
increase. We note that the changes in the July zonal winds 
and especially in the potential temperature (Fig. 8) between 
(1949–1968) and (1975–1994) are similar for the cases 
with increasing and with constant CO2 concentration. The 
study of FF11 shows that the impact of further increases 
in CO2 concentrations in skillful coupled ocean atmosphere 
CMIP3 models can lead to further changes in July zonal 
winds and reductions in SH baroclinicity near 30°S with 
trends during the twenty-first century similar to those dur-
ing the second half of the twentieth century.

5  Discussion and conclusions

In this paper we first have investigated the skill of atmos-
pheric simulations using the CSIRO Mk3L atmospheric 
model in reproducing important inter-decadal changes (first 
reported by FF05 and FF07) in the jet streams, temperature, 
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HC, MSLP and precipitation. The NCEP/NCAR reanaly-
sis and the 20CRV2 dataset have been used for evaluation 
of the model simulations. We have focused on mean July 
climate fields for the periods 1949–1968 and 1975–1994. 
The difference between these two periods reflects the 
large changes that occurred during the climate shift in the 
mid-1970s.

Our results have shown that the simulations by the 
CSIRO Mk3L model with observed SSTs and historical 
time-evolving CO2 concentration are quite skilful in repro-
ducing the broad features of the following main observed 
changes in the NCEP/NCAR data that occurred in the latter 
period (1975–1994):

•	 In the upper troposphere: a reduction in the zonal wind 
near 30°S, an increase near 45°S and in the main NH jet 
core near 35°N;

•	 Significant warming south of 30°S, leading to a reduced 
equator-to-pole temperature gradient, particularly in the 
eastern hemisphere;

•	 Weakening of the HC;
•	 Increase in Perth MSLP;
•	 The rainfall reduction over SWWA and southeastern 

Australia (dataset of Jones and Weymouth 1997).

The 20CRV2 reproduces the inter-decadal changes in 
the jet streams, temperature and MSLP. However, in the 
case of the HC, the opposite change was found, which may 
be attributed mainly to differences in the regional HC in the 
latter period.

Our results have also shown that, for the periods consid-
ered in this work, the model simulations, and the NCEP/
NCAR and 20CRV2 reanalyses, agree in the eastern hemi-
sphere, but in the western hemisphere, the reanalyses show 
significant differences with the model simulations com-
bining aspects of these two datasets. Differences between 
the reanalyses may be attributed to differences in the data 
assimilation techniques utilized. For example, for the 
20CRV2 dataset only surface pressure observations are 
assimilated while for the NCEP/NCAR reanalysis other 
available atmospheric fields have also been employed. Dif-
ferences between the model simulations and the reanalyses 
may be attributed to systematic model errors, decadal varia-
bility, the fact that the simulations do not explicitly include 
other greenhouse gases, as well as other natural and anthro-
pogenic forcings, and errors in the reanalyses themselves.

In the second part of this study, we investigated the role 
of the direct radiative forcing due to CO2 in driving the 
inter-decadal changes. The results have shown that there 
is little impact of the direct CO2 radiative forcing on the 
changes in the 1975–1994 period, once the indirect effect 
of changing SSTs is taken into account, especially for the 
potential temperature at 500 hPa, MSLP field and HC. 

However, the inclusion of the time-evolving CO2 concen-
tration showed that there is sensitivity to the CO2 emission 
trajectory for the precipitation field over southern Australia 
and further south. As well, in the SH (NH) the magnitude 
of the zonal wind changes is larger (smaller) compared 
with the simulations without time-varying external forcing. 
Our simulations with fixed CO2 concentration have also 
shown clearly that the atmospheric simulations with histor-
ical time-evolving CO2 are more skilful in reproducing the 
inter-decadal changes. This was also noted by Folland et al. 
(1998), who found that the inclusion of changes in other 
forcing factors results in simulations that are significantly 
closer to the observations than using SST variations alone.

The sensitivity of the results to the same sea ice bound-
ary condition imposed in each realization has also been 
investigated. A small reduction in the sea ice concentration 
and the magnitude of the changes in the 1975–1994 period 
was found for the SH zonal wind, MSLP and precipitation 
fields for the simulations with the same sea ice. There-
fore, prescribing the same sea ice boundary conditions, i.e. 
removing the sea ice variability, does not greatly affects the 
large-scale flow inter-decadal changes.

Non-stationary vector autoregressive clustering tech-
niques have shown that the southern ocean (south of 30°S) 
underwent a major regime transition in the late 1970s, and 
this transition was unlike the decadal variability of the pre-
ceding century. We are currently locked into a new regime 
where the Indian Ocean and western boundary currents are 
warming and this is unprecedented in the recent past. A 
reduction in the SST gradient is consistent with a reduction 
in the atmospheric baroclinicity, as found here for the zonal 
wind in the latter period (1975–1994). We note that stud-
ies like Hansen and Lebedeff (1988) have found that the 
global surface air temperature substantially increased in the 
1980s. Thus, it is reasonable to assume that these changes 
in the SST are not just due to the decadal variability, but 
have a contribution from increasing greenhouse gases.

The calculation of the potential predictability indicates 
that both external forcing, due to SST and atmospheric 
radiative alterations, and internal variability play signifi-
cant roles in the inter-decadal SH large-scale atmospheric 
circulation changes that occurred in the mid-1970s. Deser 
and Phillips (2009) emphasized the importance of both 
sea surface temperature and atmospheric radiative changes 
in forcing global atmospheric circulation trends during 
1950–2000. Folland et al. (1998), adopting a still broader 
perspective, stated that the climate change and variability 
we have seen over the last half century is the result of direct 
effects of the changing natural and anthropogenic forcing 
factors on atmospheric temperature and on the land surface, 
the indirect effect on climate of these factors through SST 
and sea-ice changes and internal atmospheric and oceanic 
variability that is independent of these forcing changes. 
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It is remarkable that the stand-alone atmospheric CSIRO 
Mk3L model forced by observed SST and CO2 concentra-
tions can skillfully reproduce many of the broad features of 
these changes, despite some differences, especially in the 
western hemisphere. In recent work that will be reported on 
in a separate study, we have examined the extent to which 
the climate shift persisted after the 1975–1994 period. 
FF11 noted that it continued during the 10 year period 
1997–2006. We have also found that circulation anoma-
lies, including reduction in the July jet stream maxima near 
30°S, persisted for the length of the Australian Millennium 
Drought from 1997 to 2009. This is seen in both the NCEP/
NCAR and 20CRV2 reanalyses and in simulations with the 
CSIRO Mk3L model, albeit with reduced magnitude.
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Appendix: Clustering Methodology

We use monthly mean HADISST sea surface temperature 
data over the period January 1870–August 2012. The clus-
tering analysis uses the Finite Element Method (FEM) with 
Bounded Variation (BV)-regularization and Vector Autore-
gressive Factor (VARX) models (FEM-BV-VARX) formu-
lated by Horenko (2010) and employed by O’Kane et al. 
(2013a, b). Full details are given in Metzner et al. (2012) 
and O’Kane et al. (2013a, b). Briefly the approach assumes 
that the data set xt may be represented by a stochastic 
model with memory effects and by fitting the parameters 
by a non-stationary stochastic (VARX) model of the form

Here ɛ is a Gaussian process with zero mean, A and C 
are tensors, μ is the mean, τ is the time lag, and γ denotes 
the regime state. One might also consider external forcing 
factors but do not consider them here. The optimal number 
of cluster states K is determined on the basis of information 
theory through the Akaike Information Criterion (Horenko 
2010; O’Kane et al. 2013a, b). The method simultaneously 
estimates the clusters (corresponding to regimes) and the 
most likely meta-stable state transitions between the clus-
ters through the minimization of an average clustering 

(7)xt = µγ (t)+
∑m

q=1
Aγ (t)xt−qτ + Cγ (t)εt

functional L of a given high-dimensional time series. This 
approach assumes that the dynamics of the observed vari-
able of interest xt is influenced by the previous m time-
lagged values of the same variable (to describe the memory 
effects) and an unobservable (hidden) stochastic variable ɛ 
associated with regime transitions that strongly influences 
the observed variable. Before applying the clustering algo-
rithm we decompose the HADISST anomalies (seasonal 
cycle subtracted) into Empirical Orthogonal Functions 
(EOFs) and then use the leading 10 EOFs for the clustering.
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