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Abstract Spurious numerical oscillations (SNOs) (e.g., Gibbs oscillations) can appear as unrealistic spatial
waves near discontinuities or sharp gradients in global model fields (e.g., orography) and have been a known
problem in global models for decades. Multiple methods of oscillation reduction exist; consequently, the
oscillations are presumed small in modern climatemodels and hence are rarely addressed in recent literature.
Here we use two metrics to quantify SNOs in 13 variables from 48 Coupled Model Intercomparison Project
Phase 5 models along a Pacific ocean transect near the Andes. Results show that 48% of nonspectral models
and 95% of spectral models have at least one variable with SNO amplitude as large as, or greater than,
atmospheric interannual variability. The impact of SNOs on climate simulations should be thoroughly
evaluated and further efforts to substantially reduce SNOs in climate models are urgently needed.

1. Introduction

Global climate models play a critical role in our understanding of climate processes and our ability to make
climate projections. They are an invaluable tool in a climate scientist’s toolbox, and projections from these
models are increasingly used by nonscientists for climate planning and adaptation purposes. The ability to
model climate has undergone vast improvement in recent decades, but model development is an ongoing
process and it is no secret that model deficiencies still exist. Many deficiencies are complex and difficult to
pinpoint, whereas other deficiencies are well known and can be reduced or eliminated using
proven methods.

Spurious numerical oscillations (hereafter referred to as SNOs) are a well-known source of numerical noise in
global climate models. In spectral models, SNOs (also known as (aka) Gibbs oscillations) are unrealistic
spatial waves that appear in model fields, such as orography, that contain discontinuities or sharp
gradients and are mainly associated with the transformation of the truncated spectral representation of a
field to physical space. For spherical harmonics, used in spectral global climate models, the oscillations
come from two sources, namely, the Fourier transform for longitude and the Legendre transform for
latitude. Similar looking SNOs are present near sharp gradients in nonspectral models (e.g., models that
use only finite difference, finite element, and finite volume methods), although these oscillations are
usually more localized.

Spectral model results have been shown to be sensitive to the transformed orography and spectral
resolution, where simulation of variables such as precipitation over mountainous terrain is more realistic
across multiple scales when using smoothed orography and when the same model is run at higher
resolution versus a lower resolution [Lindberg and Broccoli, 1996; Yorgun and Rood, 2014, 2015]. Local-,
regional-, and global-scale precipitation patterns, among other model variables, can be affected by SNOs.
Local issues can include grid-point storms near mountainous terrain caused by spurious vertical velocity
associated with SNOs [Webster et al., 2003] and a connection between SNOs and unrealistic bands of
precipitation [Bouteloup, 1995]. Locally and regionally, poor representation of precipitation near
mountainous terrain [Bala et al., 2008; Yorgun and Rood, 2014, 2015] has been associated with spectral
numerics. SNOs have been the cause of unrealistic “spotty” precipitation over the Sahel region of Africa
[Navarra et al., 1994] and have also been shown to be detrimental to global precipitation patterns
[Lindberg and Broccoli, 1996]. Additionally, SNOs have been associated with the poor representation of low
clouds, radiation, surface wind stress, and sea surface temperature near upwelling regions [Bala et al.,
2008], clouds, and low-level meridional wind [Navarra et al., 1994] and near-surface winds [Bouteloup,
1995]. It is also important to note that SNO amplitude is variable across model quantities, which can result
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in physical inconsistencies, nonlinear interactions between model physics and dynamics, and have serious
impacts on model budgets [Jablonowski and Williamson, 2011]. This point becomes especially important
when considering tracer transport in a model, where spurious oscillations can cause unphysical quantities
such as negative mixing ratios.

A number of techniques have been developed to reduce the unwanted SNOs in order to improve model
results. In spectral models, these techniques include filters that are applied to the harmonic coefficients
of the spectral representation of a field [e.g., Hoskins, 1980; Sardeshmukh and Hoskins, 1984; Navarra
et al., 1994; Lindberg and Broccoli, 1996] and a variational method that minimizes the difference
between an actual field and the grid point representation of the spectral field using a cost function
that allows for geographic modulation [Bouteloup, 1995]. In nonspectral models, SNOs can be reduced
by physical diffusion of subgrid-scale energy within model parameterizations [Pielke, 2002; Warner,
2011], with the use of spatial diffusion terms (filters) in the predictive equations to numerically diffuse
shorter wavelengths [Pielke, 2002; Warner, 2011] and with the use of certain implicit numerical
schemes [Navarra et al., 1994; Warner, 2011]. For an additional source of detailed information on filters
and diffusion in global spectral and nonspectral models, the reader is referred to Jablonowski and
Williamson [2011].

Given the detrimental nature of SNOs to model simulations, climate simulations based on models
containing these oscillations could be compromised. The questions are then how pervasive are SNOs in
Coupled Model Intercomparison Project Phase 5 (CMIP5) models and what are their quantitative
characteristics? The purpose of this paper is to address these questions and more generally to draw
greater awareness of SNOs in CMIP5 models, with the hope that modeling groups will act to
substantially reduce oscillation biases.

2. Model Simulations, Observations, and Methods

The source of climate simulations is the CMIP5 multimodel ensemble archive (http://pcdmi9.llnl.gov). For this
analysis, we use one ensemble member for 27 years (1979–2005) of the historical experiment, which imposes
changing atmospheric and land surface conditions consistent with past observations. More detail regarding
CMIP5 experimental design is provided in Taylor et al. [2009, 2012]. Table S1 in the supporting information
provides information, including atmospheric model component resolution, on the models used for
this study.

For model evaluations, we choose observational data sets withminimal or no use of global models during the
data development process. For this reason, reanalyses are not used. Wind observations are from the Cross-
Calibrated Multi-Platform (CCMP) ocean surface wind vector analyses [Atlas et al., 2011], precipitation
observations are from the Tropical Rainfall Measuring Mission (TRMM) 3B43v7 product [Huffman et al.,
2007], and air temperature and specific humidity observations at 1000mb are from the Atmospheric
Infrared Sounder (AIRS) [Aumann et al., 2003]. Observations of downwelling shortwave and longwave
radiation at the surface come from the Clouds and the Earth’s Radiant Energy System (CERES) [Kato et al.,
2013], and total cloud amount is from the Moderate Resolution Imaging Spectroradiometer (MODIS)
[Hubanks et al., 2008]. All observations used are at monthly time resolution, and the number of
consecutive years used is data set dependent, with the shortest observational span being 8 years for AIRS
(2003–2010) and the longest being 24 years for CCMP (1988–2011).

An ocean transect at approximately 29°S that bisects the South Pacific High near the Andes is used to
examine the SNOs where they are most easily visible based on Figure 1: over the ocean and near a steep
topographic gradient. We use 27-year climatological transects of monthly model variables over ocean
points only and compute smoothed versions of the transects by applying a running mean. Three points
are used to compute the running mean for the large majority of models, but we use four or five points for
a small number of models based on visual inspection of the best fit for each model (see Figure S1 in the
supporting information), in an attempt to obtain the smoothest running mean possible without losing too
many end points. This is necessary due to varying model resolutions and varying SNO wavelengths even
within specific spectral models. A sensitivity test of our results to the number of points used to compute
the running mean was performed and revealed low sensitivity. The transect latitude is chosen as the
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closest model latitude to 29°S; therefore, it varies between 27.8°S and 30.3°S. Observations are treated in the
same way except that the number of years used for the transect climatology is data set dependent and the
number of points used for the running mean varies from 3 to 10.

Polynomial and spline curve fitting methods were also attempted, but the running mean is the superior
smoothing method because it consistently aligns best with the unsmoothed transects. The small area that
contains all the model and data transects is shown in the middle plot of Figure 1. A closer view of the
transect area over climatological (1979–2004) sea level pressure from the HadSLP2 data set [Allan and
Ansell, 2006] is shown in Figure S2 in the supporting information. See Figure S1 in the supporting
information for examples of the variable transects and running mean curves.

We identify and quantitatively characterize SNOs along the transect using two metrics. The first is the root-
mean-square difference (RMSD) between the climatological transect of a variable and its running mean,
representing an absolute measure of the oscillation amplitude. A relative measure is computed as the ratio

Figure 1. Surface pressure (mb) for nine spectral models (spectral resolution increasing from top left to bottom right)
shows the large range in wavelength and amplitude of the spurious numerical oscillations (aka Gibbs oscillations in
spectral models). The middle plot displays the location of the transect (horizontal black line) used to quantify numerical
oscillations in subsequent figures.
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of the RMSD to interannual variability
(IAV). At each transect point, the
standard deviation in time is first
calculated using annual average
values. IAV is then obtained as the
average along the entire transect.

3. Results

Ideally, we would begin the analysis by
looking at orography, but many of the
spectral models do not provide the
transformed field, such that spurious
numerical oscillations are not present in
the model orography output available
from the PCMDI archive. Therefore, a
suitable starting point is the surface
pressure field.

Figure 1 shows the large range in
wavelength and amplitude of SNOs
from nine spectral models. In spectral
models, the oscillation wavelength
decreases with increasing spectral
resolution. For example, along the ocean
transect shown in the middle plot (also
see Figure S2 in the supporting informa-
tion), the coarse resolution (R21) CSIRO-
Mk3L-1-2 model has an average SNO
wavelength of ~12°. The wavelength
decreases to ~9° in the MPI-ESM-MR
model (midresolution of T63) and to
~3° in the finer resolution (T159) CMCC-
CM model (see Table S1 for model

details). The linear correlation between the average oscillation wavelength along the transect and the physical
grid spacing in spectral models is high (ρ=0.88) and the average wavelength ranges from 2.5Δx to 4.5Δx
(where Δx is grid size in the zonal direction). For nonspectral models, the correlation is slightly lower
(ρ=0.69) and the oscillation wavelength is 2Δx, with few exceptions.

Some models, such as the MIROC4h and BCC-CSM1.1m shown in Figure 1, have very limited or small SNOs,
and the biggest issue appears to be the spike in surface pressure just off the west coast of continents,
especially near high terrain like the Andes (also see Figure S3 in the supporting information). Most other
models also have this issue, but the problem exists in combination with larger-amplitude SNOs that spread
across the oceans. Models with larger-amplitude SNOs, such as the CSIRO-Mk3L-1-2, CMCC-CESM, and MPI-
ESM-MR models, do not even coherently capture the surface subtropical centers of high pressure. Note
that SNOs are present not just over the South Pacific Ocean but can be seen globally over ocean regions
and can also be seen over some land regions (see, for example, the Amazon region in the MPI-ESM-MR,
MIROC5, and CMCC-CM plots in Figure 1).

Figure 2 shows the seasonal and interannual variations of SNOs for three spectral models with large-,
moderate-, and small-amplitude oscillations in surface pressure. It is clear that the minima and maxima of
the oscillations are stationary both interannually and interseasonally. The stationarity of the oscillations
reinforces that they are spurious oscillations as opposed to physical waves resultant from other
model processes.

Before computing the model SNO metrics, we first determine if physical oscillations exist along the transect
based on observations. Figure 3 shows climatological transects for eight observational data sets. While there

Figure 2. Transects for a spectralmodel with (top) large, (middle) moderate,
and (bottom) small amplitude surface pressure oscillations. The left column
shows 12month average transects during the 27 year study period, where
the mean of each transect has been removed. The right column shows
seasonal average transects for five separate years (mean removed).
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are no large oscillations such as those seen in Figures 1 and 2, some observations do show small bumps or
ripples along the transect (see precipitation (pr), surface downwelling shortwave radiation (rsds), and total
cloud amount (clt) plots in Figure 3). For this reason, we compute the SNO metrics based on the
observations as a reference to be compared to model results. Only when the model metric values are
much greater than the data metric values can we claim the model oscillations are spurious. For RMSD, the
threshold value is arbitrarily defined as the observed metric value multiplied by a large factor of 5. For the
RMSD:IAV ratio, we use a threshold value of unity (meaning the amplitude of spurious oscillations is at
least as large as atmospheric interannual variability along the transect) and a more restrictive threshold of
one half, which is still at least 5 times the RMSD:IAV ratio value for any given observational variable.

RMSD values along the ocean transect for 13 variables (columns) are shown for the 90th, 50th, and 10th
percentile spectral and nonspectral models in Figure 4, along with the RMSD value based on observations
(bottom row) if available. RMSD values larger than the observational value times a factor of 5 can be seen
even in the 10th percentile of spectral models (only for downwelling longwave radiation at the surface;
rlds). At the 90th percentile, seven out of the eight spectral model variables with observations for

Figure 3. Climatological transects for eight satellite observational data sets (see section 2). From top left to bottom right: Cross-Calibrated Multi-Platform (CCMP)
zonal (U) and meridional wind (V), Tropical Rainfall Measuring Mission (TRMM) precipitation (pr), Atmospheric Infrared Sounder (AIRS) specific humidity (Q) and
air temperature (T) at 1000mb, Clouds and the Earth’s Radiant Energy System (CERES) downwelling longwave (rlds) and shortwave (rsds) radiation at the surface, and
Moderate Resolution Imaging Spectroradiometer (MODIS) total cloud amount (clt).

Figure 4. RMSD percentile values of spectral and nonspectral models (refer to text for explanation of RMSD computation)
for 13 variables, which include surface pressure (ps), near-surface u-wind (uas), and v-wind (vas), vertical velocity at 925mb
(wap 925) and 500mb (wap 500), precipitation (pr), surface specific humidity (huss), surface air temperature (tas), surface
incoming solar radiation (rsds) and incoming longwave radiation (rlds), geopotential height at 925mb (zg 925) and 500mb
(zg 500), and total cloud amount (clt). RMSD values for observational data are shown on the bottom row. The red text
indicates values greater than or equal to the observed value multiplied by a factor of 5, whereas the blue text indicates
values below this threshold. Model results are shown in black for variables when there are no observations for comparison.
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comparison have RMSD values larger than the threshold. For nonspectral models, large RMSD values are only
found for one variable at the 50th percentile (surface meridional wind; vas) and for six out of the eight
variables with observations for comparison at the 90th percentile, although many of these values are
smaller than those seen for spectral models. Some models, mostly spectral, have RMSD values that are
very large. For example, the largest RMSD values for surface pressure, downwelling shortwave radiation at
the surface, and total cloud amount are 18.88mb, 9.31Wm�2, and 5.23%, respectively (see Figure S4 in
the supporting information for individual model results).

Figure 5 shows that the observed RMSD:IAV ratio (bottom row) is always less than 0.1 for each of the eight
data sets. Regardless of spectral versus nonspectral numerics, many models have RMSD:IAV ratios that are
less than the threshold values. Variables that are relatively oscillation-free include specific humidity at the
surface (huss) and geopotential height at 925 and 500mb (zg 925, zg 500). For most spectral models,
the RMSD:IAV ratio is highest for surface pressure and vertical velocity at 925mb (see Figure S5 in the
supporting information for individual model results). Large oscillations are seen in these two variables
even at the 10th percentile in spectral models. For one spectral model, the amplitude of SNOs in the
surface pressure field is a staggering 29.32 times larger than the year-to-year variability along the transect
(Figure S5 in the supporting information). In nonspectral models, the largest-amplitude oscillations are
found in the vertical velocity field at 925 and 500mb. Nonspectral models have no RMSD:IAV ratios over
the threshold values at the 50th percentile, whereas spectral models show large RMSD:IAV ratios at the
50th percentile for surface pressure, vertical velocity at 925 and 500mb, meridional surface wind,
incoming shortwave and longwave radiation at the surface, and total cloud amount (Figure 5). At the 90th
percentile, both spectral and nonspectral models have large RMSD:IAV ratio values for most variables,
although most spectral model values are larger.

Of the 48 models in this study, 69% of the models have an RMSD:IAV ratio larger than unity for at least one
variable, and this increases to 83% of all models if considering an RMSD:IAV ratio of one half. This statistic can
be translated in terms of spectral versus nonspectral numerical methods as follows: 95% of spectral models
and 48% of nonspectral models have at least one RMSD:IAV ratio greater than unity, and these percentages
increase to 100% of spectral and 70% of nonspectral models if considering an RMSD:IAV ratio of one half.

While model resolution affects the wavelength of SNOs as discussed previously, it is not a predictor of
oscillation amplitude or prevalence. The linear correlation between average oscillation amplitude along
the transect and physical grid spacing is low for spectral (ρ= 0.37) and nonspectral models (ρ=0.34). The
models with large values of both metrics for multiple variables span the gamut of model resolution. These
models include CMCC-CESM (low resolution of T31/3.75°), the MPI suite (moderate resolution of
T63/1.875°), and the MRI suite (higher resolution of T159/1.125°). Additionally, the best performing spectral
models with respect to both metrics (EC-EARTH, MIROC4h, and BNU-ESM) are a mixture of lower and
higher-resolution models, with resolutions of T159/1.125°, T213/0.5625°, and T42/2.8°, respectively (see
Figures S4 and S5 in the supporting information for individual model results and Table S1 for additional
model details).

Note that sometimes large values of both metrics can be caused not by large SNOs along the entire transect,
but instead bymore localized issues near the ocean-land transition. This occurs mostly in nonspectral models.
For example, the premature decrease of surface pressure over ocean points approaching land (as illustrated

Figure 5. Same as Figure 4 except for the RMSD:IAV ratio. The red and orange text highlight values greater than unity and
one half, respectively. Values less than one half are shown in black.
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for some models in Figure S3 in the supporting information) causes high values of both metrics for the
FGOALS-g2, INM-CM4, and most of the GFDL suite models. There are also a few spectral models with
generally small spurious oscillations in surface pressure that end up with large values for both metrics
because of one very large oscillation near the ocean-land transition. These models include BCC-CSM1.1m
and the MIROC suite (see the BCC-CSM1.1m, MIROC5, and MIROC4h plots in Figure 1 and Figure S3 in the
supporting information). Steep and most likely spurious gradients are also seen in the meridional surface
wind field over ocean points approaching land in the GISS suite and HadCM3 models (Figure S3 in the
supporting information).

4. Summary

The presence of spurious numerical oscillations (SNOs) in global climate models has been known for decades
and has been previously shown to cause poor representation of precipitation, wind, sea surface temperature,
clouds, and more. The SNOs (in the form of Gibbs oscillations) are most prevalent in models that use spectral
numerics and could compromise the results of scientific climate analyses. This study provides a quantitative
characterization of the SNOs in 48 CMIP5 models to draw awareness to the large SNOs present in
these models.

For variables that have observations for comparison, 40% of models on average have RMSD values greater
than the RMSD value for observations along the transect multiplied by a large factor of 5 (see Figure S4 in
the supporting information). Furthermore, 69% of the models have an RMSD:IAV ratio that is as large as, or
larger than, interannual variability along the study transect for at least one variable. This translates to 95%
of spectral models and 48% of nonspectral models having at least one RMSD:IAV ratio greater than unity.
The largest SNOs by absolute and relative measures are seen in spectral models and in the surface
pressure field, although smaller SNOs are visible in many of the variables examined. For 8 of the 13
variables, at least one model (or as many as half for surface pressure) has SNOs with amplitude as large as,
or much larger than, the interannual variability of those variables along the transect. These variables
include surface pressure, surface meridional winds, vertical velocity, surface air temperature, incoming
surface radiation, and total cloud amount. Also, regardless of the numerical method employed, model
resolution does not predict oscillation amplitude or prevalence.

The presence of large stationary numerical oscillations with amplitudes on the scale of atmospheric
interannual variability suggests that these oscillations are spurious and should not be ignored. Despite this,
SNOs are rarely mentioned in CMIP analysis literature probably because they are perceived as being small
in modern climate models. Given past research by others and our present findings, there is no reason to
believe that the spurious oscillations are benign to climate simulations and they could very well have
harmful impacts on the representation of variables at local, regional, and global scales. Future studies are
needed to quantify how the SNOs affect model climate processes or the quality and robustness of the
model simulations in general. The statistics presented in this paper could affect the design of future CMIP
analyses, and we encourage the CMIP analysis community to address the potential impacts of these
findings. The CMIP modeling groups are also urged to share information on the specific treatments of the
oscillations or lack thereof so that SNOs can be substantially reduced in all climate models (e.g., for future
CMIP activities).
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