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a Universidade Federal de Viçosa, Departamento de Engenharia Agrı́cola, P.H.Holfs S/N, Viçosa, MG, Brazil
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ABSTRACT: On the basis of ERA40 and NCEP/NCAR Reanalysis (NNR) and simulations from CCCma, CCSM, CSIRO,
HadCM3, MIROC-MEDRES and GFDL, which support the Intergovernmental Panel on Climate Change (IPCC) 4th
Assessment Report (AR4), we demonstrated that the amplitude of the annual and the semi-annual harmonics delivered
by the ERA40 and NNR is dominated by distinct seasonal variability. The maximum first harmonic amplitude of near
surface temperature 2-metre air temperature (t2m) according the NNR is located over the Plateau of East Antarctica,
whereas analyses for ERA40 show maximum amplitude over the west Antarctic ice sheet. The spatial pattern of the first
harmonic of t2m in NNR more closely corresponds to station observations, suggesting that the seasonal cycle of t2m over
Antarctica may be biased in ERA-40. A comparison between the global climate models (GCMs) and NNR demonstrates
that the models satisfactorily simulate the amplitude of the first and second harmonics; however, the modelling results
differ among themselves in terms of the amplitude values. Larger seasonal variability is identified for CCCma, HadCM3
and MIROC-MEDRES with values as high as 20 °C over the Antarctic plateau. We have further identified that the CSIRO
GCM does not reproduce the seasonal amplitude of t2m as compared to other models, which is primarily due to its
overestimation of the cloud cover and weak seasonal changes of precipitation. Calculations of the harmonic analysis based
upon greenhouse warming (GW) conditions reveal that there is no substantial seasonal difference between the amplitude of
the first harmonic as projected by GW and present day (PD) simulations over the Antarctic continent. Over the polar ocean,
however, the amplitude of the first harmonic is reduced in all climate models under future conditions. In order to narrow
down the uncertainties on future climate projections, analyses of the cloud forcing which include the short- and long-wave
radiation and the surface mass balance (SMB) may provide substantial information on the cause of the discrepancies as
simulated by climate models over the Antarctic region. Copyright  2010 Royal Meteorological Society
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1. Introduction

It has long been recognized that the Earth’s climate
is strongly linked to surface conditions in high lati-
tudes (e.g. Bjerknes (1964), Yuan and Martinson (2000),
Fyfe et al. (2007), Justino and Peltier (2008)). For
instance, Antarctica holds 90% of the world’s fresh water,
and, along with its surrounding sea ice, is among the
major drivers of planetary albedo dynamics. Past cli-
mate changes during the Last Glacial Maximum (LGM,
approximately 21 000 years before present) were strongly
affected by modifications of the thermal forcing related
to enhanced ice albedo feedback, in particular during
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the summer season around Antarctica (e.g. Rind (1987),
Justino et al. (2006)). Moreover, Marshall and King
(1998) have found that the Southern Hemisphere (SH)
reveals markedly different circulation regimes associated
with extreme warm and cold Antarctic Peninsula winter
temperatures.

It has been argued that the state-of-the-art global
climate models (GCMs) struggle to represent the key
aspects of polar climate. For instance, Monaghan et al.
(2008) showed that 20th century annual Antarctic near-
surface air temperature trends in some GCMs are about
2.5–5 times larger than that were observed. This raises
questions about the robustness of the 21st century cli-
mate projections. However, Chapman and Walsh (2007)
concluded that composite (11-model) GCM-simulations
for 1958–2100, with forcing from historic greenhouse
gas (GHG) concentrations, show warming patterns and
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magnitudes similar to the corresponding observed trends,
which are characterized by warmer conditions over the
Antarctic Peninsula. GCM projections for 2001–2100,
on the other hand, discontinue the pattern of strongest
warming over the Antarctic Peninsula, but instead show
the strongest warming over the Antarctic continent.

The different seasons provide a range of modelling
challenges in the Antarctic. An assessment of errors in
the simulation of the seasonal cycle may therefore help
to explain inter-model differences in projections of future
change. Our goal in the present paper is, therefore, to
provide an additional evaluation of climate simulations
from six GCMs. We focus upon the simulated seasonal
cycle of surface temperature and its relationship with the
atmospheric circulation over Antarctica under present day
(PD) and greenhouse warming (GW) conditions. This is
motivated by the fact that the model reliability in sim-
ulating PD extra-tropical climate variability will have
to be carefully considered when temperature and large-
scale circulation are projected for the future GW interval.
Furthermore, it is important to identify possible model
biases in the simulated PD Antarctic climate conditions.
For analysis of future projections we have chosen GCMs
simulations that are part of the Intergovernmental Panel
on Climate Change 4th Assessment Report (IPCC-AR4),
forced by the A2 GHG concentration scenario (SRES-
A2). The SRES-A2 high emission scenarios are consid-
ered among the ‘pessimist’ GHG concentration scenarios.

The paper is organized as follows: Section 2 describes
the climate models as well as the models implementa-
tion of the greenhouse forcing. Section 3 focuses on:
(1) modelled PD mean climate and (2) inter-comparison
between modelling results and the reanalyses fields for
PD conditions. In addition, Section 3 explores the cli-
mate differences between GW and PD simulations. Based
upon harmonic analysis (Fourier transformation), in Sec-
tion 4, we evaluate the predicted seasonal cycle in terms
of amplitude, phase and variance for both periods (PD
and GW simulations). Section 5 summarizes our main
findings.

2. Climate models

In what follows, we evaluate the climate projections for
the period 2080–2100 based upon IPCC SRES-A2 GHG
concentration scenario. A similar investigation focusing
upon annual trends of surface temperatures has been

conducted by Chapman and Walsh (2007) for the IPCC
SRES-A1B scenario. The replacement of the SRES-A1B
by the SRES-A2 scenario corresponds to an increase
of approximately 210 ppm of CO2 and an associated
increase of global warming of up to 1 °C by 2100. The
assumption of the A2 scenario may be justified by the
fact that it allows us to investigate the Antarctic climate
sensitivity to a substantially modified radiative forcing.

Bracegirdle et al. (2008) also analysed the predicted
future Antarctic climate based upon a multimodel ensem-
ble. Although the ensemble average can reduce the spread
of climate projections as well as cancel out the strong
biases that exist across all CMIP3 models, it does not pro-
vide a detailed individual assessment of physical reason
for GCMs biases to the very challenging high latitudes
of the SH. Therefore the analysis discussed here are a
useful complement to the study of Miller et al. (2006),
Chapman and Walsh (2007), Bracegirdle et al. (2008).

Models investigated in this study are part of the
IPCC AR4 effort, and form the World Climate Research
Programmes (WCRPs) Coupled Model Inter-comparison
Project phase 3 (CMIP3) multimodel data set. CCCma,
CSIRO, HadCM3, MIROC-MEDRES, CCSM, and the
GFDL (Table I), were chosen based upon the weighting
criteria proposed by Connolley and Bracegirdle (2007),
in which the weighting was constructed from compari-
son between observation-based estimates and modelled
climate according to some measure of their performance.
CCCma, CSIRO, HadCM3, CCSM and GFDL have
weight values among the top ten models that better
reproduced the observed Antarctic climate. As previously
discussed by Miller et al. (2006), all models contain forc-
ing by GHG and tropospheric sulphate aerosols. While
GHGs concentration is based upon measurements, sul-
phate forcing is calculated by offline models constrained
by estimated emission of chemical precursors. Strato-
spheric ozone is prescribed with a seasonal cycle.

In these models, the assumption is made that dur-
ing the 21st century, stratospheric ozone will slowly
recover toward pre-industrial values due to the reduc-
tion of anthropogenic halogens (Miller et al. (2006)). The
exception is CCCma where volcanic and ozone forcing
are not included for both PD and GHG intervals. It should
be noted that recent changes of Antarctic climate have
been linked to modifications of the anthropogenic forcing
associated to GHG emission, as well as to stratospheric
ozone. For instance, Cai and Cowan (2007) demon-
strated that climate simulations that contain time-variable

Table I. Horizontal resolution of the CMIP data utilized in this study.

Model Country AGCM resolution Reference

CCCma Canada 3.75° × 3.75° Flato and Boer (2001)
GFDL USA 2° × 2.5° Delworth et al. (2006)
CCSM USA 1.4° × 1.4° Meehl et al. (2006)
MIROC-MEDRES Japan 2.8° × 2.8° Hasumi and Emori (2004)
HadCM3 UK 2.5° × 3.75° Pope et al. (2001)
CSIRO Australia 1.875° × 1.875° Gordon et al. (2002)
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stratospheric ozone forcing produced an averaged trend
for the Southern Hemisphere Annular Mode (SAM) that
is comparable to the trend from NNR for the late-20th
century. Therefore, results presented here may be tightly
related to the model treatment of the GHG forcing in par-
ticular to the coupling between the troposphere and the
lower stratosphere (e.g. Kushner et al. (2001)).

Since the IPCC models investigated here vary in
horizontal resolution (from 1.4° to 3.75°, Table I), the
results presented have been interpolated to a 1° × 1°

grid by applying OACRES (Objective Analysis using the
CRESsman scheme (Cressman (1959)). Multiple passes
are made through the grid with increasingly smaller radii
of influence. At each pass, a new value is calculated
for each grid point based on a correction factor that
is determined by looking at each original grid within
the radius of influence. For each such grid, an error is
defined as the difference between the grid value and the
value from interpolation. The correction factor is based
on a distance weighted formula applied to all such errors
within the radius of influence. The correction factors are
applied to each grid point before the next pass is made.

3. Overview of PD and GW Antarctic climates

In order to verify the GCMs capability in simulating the
PD mean climate during the summer season, we compare
the 2-metre air temperature (t2m) differences between the
CMIP3 output and data from the European Centre for
Medium Range Weather Forecasting (ECMWF) ERA40
Reanalysis as well as from the NCEP/NCAR Reanalysis
(NNR, Kalnay et al. (1996)), over Antarctica and the
Southern Ocean.

The ERA40 and the NNR data used in this study
have been obtained from their data server for the period
1980–2000 (PD climatology). Near-surface temperatures
over the relatively flat interior of East Antarctica are quite
similar in observations and ERA40, with a small (2 °C)
warm bias in winter in ERA40 (Bromwich and Fogt
(2004)). However, in regions of steep orography (e.g.
along coastlines and across the Transantarctic Mountains
into West Antarctica), ERA40 shows biases of 5–10 °C
due to errors in elevation where the resolution of ERA40
is insufficient to reproduce the real orography. Several
known problems have also being identified in the NNR in
Antarctica (e.g. Hines et al. (2000)). Chapman and Walsh
(2007) by comparing NNR with surface air temperatures
from land surface stations, automatic weather stations
and ship/buoy observations from January to July for the
years 1979–1998, show some inconsistencies between
these data and the NNR. They argued that the cause
of these differences may be problems in the reanaly-
sis model’s parameterization, e.g. of polar clouds and
the polar boundary layer processes. However, Van den
Broeke (2000) showed that from 1968 onward, the NNR
is satisfactory, which includes the annual cycle of tem-
perature, wind speed and precipitation events.

Differences are also identified by comparing the
CMIP3 results with the NNR and ERA40. For brevity in

what follows we provide only the comparison between
the modelling results and the NNR. The CMIP3 t2m
exhibits a cold bias over Antarctica of up to 10 °C for
CCSM, MIROC-MEDRES and GFDL (Figure 1). The
CCSM and MIROC-MEDRES t2m are lower than the
NNR over Queen Mary Land (from 91.5 °E to 100.5 °E)
and Wilkes Land (from 100.5 °E to 136 °E), whereas the
GFDL t2m is up to 14 °C colder throughout East Antarc-
tica. Positive anomalies are simulated by the CCCma,
CSIRO and HadCM3 over the coastal region of Victo-
ria Land in the vicinity of the Ross Sea as compared to
the reanalyses. Moreover, CCCma and CSIRO models
have positive t2m anomalies of 12 °C over the interior
of Antarctica (Figure 1), whereas the HadCM3 in gen-
eral shows anomalies between 2 and 6 °C. Therefore, the
GFDL model shows the largest negative t2m anomalies
over central Antarctic and the warmest climate over the
Ross Sea, as compared to the reanalyses and the other
GCMs. CCSM and MIROC-MEDRES, on the other hand
seems to more accurately reproduce today’s climate dur-
ing DJF (Figure 1(b) and (e)).

For the winter season it is interesting to note the
differences in the CMIP3 predicted PD climate with
respect to NNR (Figure 2). While CCCma, HadCM3 and
MIROC-MEDRES show negative anomalies over most
of the Antarctic continent, CCSM, CSIRO and GFDL
are characterized by positive and negative anomalies,
although the CSIRO model shows positive values up to
14 °C (Figure 2(c)). The common feature in all CMIP3
models in JJA is the warmer conditions in the vicinity of
George V Land (from 142 °E to 153.5 °E).

Over the Antarctic plateau five of the six CMIP3 mod-
els studied here show larger t2m differences compared
to the NNR in winter than in summer: CCCma, CCSM,
HadCM3, MIROC-MEDRES and CSIRO. Two of that
five, CCSM and MIROC-MEDRES display reduced neg-
ative differences, with smaller changes in summer than in
winter. This is characterized in the CCSM by the appear-
ance of positive values (Figure 2). The HadCM3 model
performs well in summer (winter) but is warmer (colder)
than the NNR. Whilst CSIRO still shows larger posi-
tive differences in both seasons (Figures 1 and 2). For
HadCM3, the larger negative differences to NNR dataset
in winter are consistent with the fact that it simulates a
low-level temperature inversion that is too strong (Turner
et al. (2006)). Problems in simulating the low-level inver-
sion may therefore also explain the other summer/winter
contrasts mentioned above.

To further investigate the causes of t2m anomalies
between the CMIP3 results and the NNR, we have eval-
uated the orographic features of both datasets (Fig. 3).
Based on this analysis, there is no strong evidence to
conclude that the t2m anomalies between these datasets
are primarily associated with differences in the orogra-
phy field, since the largest disagreement in the Antarctic
orography as represented by CMIP results and the NNR
are located around the Dome Fuji and in the Dronning
Maud Land. Nevertheless, for CCSM and HadCM3 mod-
els (Figure 3(b),(d) and (f)) the positive t2m anomalies
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Figure 1. DJF t2m anomalies between PD simulation and NNR for (a) CCCma, (b) CCSM, (c) CSIRO, (d) HADCM3, (e) MIROC-MEDRES
and (f) GFDL (°C). This figure is available in colour online at wileyonlinelibrary.com/journal/joc

over the Dronning Maud Land may be due to their lower
altitude as compared to NNR and, therefore, weaker cool-
ing effect of the atmospheric lapse rate. It may be noted
that along the coast there do exist differences in the topo-
graphic features between the models and the NNR which
seem to lead to t2m anomalies in particular for CSIRO
and MIROC-MEDRES models, in the vicinity of Emery
Ice Shelf and MacRobertson Land.

Over the oceanic areas in the Western Hemisphere
during the SH winter season, the CMIP3 models are

warmer than the NNR by up to 14 °C (Figure 2). One
may suggest that these differences are associated with
the representation of sea ice in both datasets. It may be
stressed that as demonstrated by Holland and Raphael
(2006), all of the models overestimate the winter sea
ice variability as compared to observations. Intuitively,
this would be associated with simulated colder conditions
rather than higher temperatures. It is possible that the
differences between CMIP3 results and the NNR is
associated with stronger zonal and meridional circulations

Copyright  2010 Royal Meteorological Society Int. J. Climatol. 31: 514–530 (2011)
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Figure 2. JJA t2m anomalies between PD simulation and NNR for (a) CCCma, (b) CCSM, (c) CSIRO, (d) HADCM3, (e) MIROC-MEDRES
and (f) GFDL (°C). This figure is available in colour online at wileyonlinelibrary.com/journal/joc

as simulated by the models in respect to the NNR (not
shown). This feature may induce an increase in the warm
air advection from the extratropical region to the polar
ocean (van den Broeke (1998), Russell et al. (2006)).
Moreover, intensified winds invigorate the upwelling of
warmer subsurface water altering the heat budget at high
latitudes. Differences between the NNR and satellite and

ship/buoy data in the vicinity of the Ross Ice Shelf have
also been identified by Chapman and Walsh (2007).

In what follows, we evaluate the climate projections
for the period 2080–2100 based upon the IPCC SRES-
A2 GHG concentration scenario. Figure 4 shows the
averaged DJF 2080–2100 t2m changes as projected
by the CMIP3 models with respect to the averaged
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Figure 3. Anomalies between the CMIP models and the NNR topographies for (a) CCCma, (b) CCSM, (c) CSIRO, (d) HADCM3,
(e) MIROC-MEDRES, (f) GFDL (×102 m). This figure is available in colour online at wileyonlinelibrary.com/journal/joc

1980–2000 mean climate. For summer conditions (DJF),
there is generally warming over the oceanic region as well
as over the Antarctic continent. The largest increases are
projected by the CCSM model, which shows increases in
t2m of 14 °C over land and up to 4 °C over the Southern
Ocean. The continental warming as simulated in CCSM
occurs over the area of intensified winds indicating the
role of warmer air advection from the adjacent ocean (not
shown).

A major point of concern is perhaps the inter-model
differences in the spatial distribution and the magnitude
of the projected changes. Although, the GCMs exhibit
common features in the sense that the largest projected
t2m anomalies are up to 6 °C over Central/East Antarctica
(Figure 4). One may note that these temperature anoma-
lies are tightly linked to the models’ response to the
radiative forcing which includes the long wave and short
wave balance. Over the oceanic region the projected t2m

Copyright  2010 Royal Meteorological Society Int. J. Climatol. 31: 514–530 (2011)
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Figure 4. DJF t2m anomalies between PD and GW simulations for (a) CCCma, (b) CCSM, (c) CSIRO, (d) HADCM3, (e) MIROC-MEDRES
and (f) GFDL (°C). This figure is available in colour online at wileyonlinelibrary.com/journal/joc

changes are primarily associated with the modelled sea
ice distribution and the wind induced-Ekman dynamics.
PD estimates of SSTs in Weddell and Ross seas during
DJF vary between ±2 °C, thus, a 3 °C warming by the
end of the 21st century as predicted by IPCC simulations
will very likely inhibit sea ice formation.

Turning to JJA conditions, a remarkable warming is
evident over oceanic areas for 2080–2100 as compared to
1980–2000 interval (Figure 5). The CCSM model sim-
ulates t2m anomalies as high as 20 °C over most part
of the Antarctic Circumpolar Current (ACC), the other

models (CCCma, CSIRO, HADCM3, MIROC-MEDRES
and GFDL) are associated to weaker t2m anomalies.
Despite differences in the t2m response to GW con-
ditions there are similarities among the models. For
instance, CCCma and CSIRO are characterized by higher
t2m anomalies over East Antarctica whereas MIROC-
MEDRES and GFDL are dominated by t2m anoma-
lies mainly placed in West Antarctica. The larger t2m
changes occur primarily in areas of deep water forma-
tion, namely in the Ross/Bellingshausen and Weddell seas
(Figure 5).

Copyright  2010 Royal Meteorological Society Int. J. Climatol. 31: 514–530 (2011)
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Figure 5. JJA t2m anomalies between PD and GW simulations for (a) CCCma, (b) CCSM, (c) CSIRO, (d) HADCM3, (e) MIROC-MEDRES
and (f) GFDL (°C). This figure is available in colour online at wileyonlinelibrary.com/journal/joc

The CCCma and HadCM3 show a close link between
the t2m anomalies and the magnitude of surface wind
anomalies (not shown). It is found that the areas with
more vigorous wind in the GW simulation as compared
to PD conditions also exhibit higher near-surface tem-
perature changes. Although the magnitude of the wind
field changes as simulated by these two models does
not strongly differ from those predicted by the other

models (0.8–1.4 m/s). These projected changes in t2m
may still allow sea ice formation in the future, since these
regions in the winter season under today’s conditions typ-
ically experience values between −21 and −30 °C. One
would expect, however, a reduction in sea ice thickness
as detected by Lefebvre et al. (2004). Reduction in the
sea ice thickness is associated with modification in the
atmosphere–ocean heat transfer and consequently might
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be associated with anomalous maritime air advection
and perhaps enhanced warming over the coastal areas.
Figure 5 shows, furthermore, that the remarkable local
maximum warming tendency over the Antarctic Penin-
sula, as it has been observed in the last 30 years, is absent
in the future climate projections.

4. Harmonic analysis

4.1. PD and GW climates

In order to study the seasonal spatial variability of
t2m we have applied harmonic analyses. As discussed
by Aslan et al. (1997), the Fourier transformation or
harmonic analysis decomposes a time-dependent periodic
phenomenon into a series of sinusoidal functions, each
defined by unique amplitude and phase values. The
proportion of variance in the original time-series dataset
accounted for by each term of the harmonic analysis can
also be calculated (Jakubauskas et al. (2001)).

The first order harmonics of meteorological parame-
ters show long-term effects, while higher order harmonics
show the effects of short-term fluctuations. The phase
angle can be used to determine the time when the maxi-
mum or minimum of a given harmonic occurs. The har-
monic analysis is, therefore, a useful tool to characterize
different climate regimes and transition regions. More-
over, the advantage of using this mathematical approach
is associated with the possibility of identifying dominant
climate features in the space–time domain. One may note
that investigations based upon area averaged time series
are embedded with small and large-scale processes dic-
tated by distinct periodicity, this in turn may cancel out
these regional climatic signals in the space–time domain.
Harmonic analysis is based on the series of trigonometric
functions (Wilks (1995)), as described below:

yt = y +
N∑

j=1

Cj cos(ωj t − ϕj)

yt is the value at time t , y stands for the arithmetic mean,
Cj is the amplitude of harmonics, t the time, ωj is the
frequency and φj is the phase angle, and N represents
the number of observations. The amplitude is calculated
from

Cj =
√

A2
j + B2

j

In which Aj and Bj are given by:

Aj = 2

N

N∑
t=1

yt cos
(

2πt

N

)
; Bj = 2

N

N∑
t=1

yt sin
(

2πt

N

)

The phase angle is dependent on Aj value and may be
computed as follows:

ϕj =




tan−1 Bj

Aj
Aj > 0

tan−1 Bj

Aj
± π or ± 180°Aj < 0

π
2 or 90°Aj = 0.

Contribution by individual harmonics (j ) to total

variance of the timeseries is given by j = C2
j

2s2 , where

s is the timeseries variance.
The potential of the harmonic analysis approach in the

classification of eco-climatic zones has been discussed by
Azzali and Menenti (2001). It has also been demonstrated
that fundamental characteristics related to the inter-
and intra-seasonal characteristics of dynamic ecosystems,
may be identified by harmonic analysis. Several studies
have focussed on the semi-annual harmonic due to its
climate linkage with distinct climate modes, such as the
Southern Annular Mode (SAM), quasi-stationary wave-3
pattern (ZW3) and the Pacific South American pattern
(PSA) (e.g. Yuan and Li (2008)). During the last four
decades several studies have explored the use of harmonic
analysis to characterize the SH polar climate. van Loon
(1967) utilized harmonic analysis and found that the
temperature contrast between middle and polar latitudes
in the SH is linked to increased cyclonic activity in high
latitudes over the Antarctic Ocean, where the second
harmonic of the mid-tropospheric meridional temperature
gradient has a magnitude exceeding that of the first
harmonic. This led to the identification of the semi-annual
oscillation (SAO) at middle and high southern latitudes.
Meehl (1991) further investigating the SAO, argued
that along with the observed upper-ocean temperature
profiles, changes in the annual cycle of SST and ocean
heat storage near 50 °S could lead to a modulation of
the observed SAO. Furthermore, it has been found that
changes in Antarctic temperature may be influenced by
the SAO as a result of the amplification of the wave-3
structure of the atmospheric circulation (van den Broeke
(1998), Raphael and Holland (2006)).

Figure 6(a) shows the amplitude of the first harmonic
of t2m based upon the ERA40 and NNR datasets.
This harmonic explains at least 88% of the variance of
the timeseries of t2m in the Antarctic region for both
datasets. However, for the ERA40 this harmonic shows
smaller variance south of 80 °S. The first harmonic of
t2m according to the ERA40 Reanalysis is primarily
characterized by a tripolar structure over the continent
around the South Pole. Over East Antarctica, the two
nodes of variability are influenced by the highest parts of
Antarctica.

A different picture is seen in the NNR data, in the sense
that the largest seasonal variability is located over the
Weddell and Ross seas and over the highest topographic
features (Dome Fuji and Dome C). The ERA40 and
NNR reanalyses also differ with regard to the amplitude
values, i.e. the NNR data shows a stronger seasonal
contrast (Figure 6(a) and (c)). It should be noted that
differences are also identified over the coastal region
over East Antarctica where the ERA40 exhibits reduced
seasonal contrast. According to Monaghan and Bromwich
(2008), snowfall and surface temperature variability are
tightly correlated in higher elevation regions, therefore,
it is possible that the seasonal changes of snowfall
through changes of the radiative balance may feedback
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Figure 6. Amplitude of the first harmonic of t2m for ERA40 Reanalysis. (a, b) is the amplitude of the second harmonic. (c, d) is the same but
for the NNR. (e) is the orography anomalies (×102 m) between the NNR and ERA40 Reanalyses (°C). This figure is available in colour online

at wileyonlinelibrary.com/journal/joc

to modify the surface temperature, both upstream and
downstream of the topographic features. Moreover, van
den Broeke et al. (2005) argue that regions with a steep
slope force seasonal katabatic winds that mix relatively
warm air downward to the surface, which results in higher
temperature and consequently induces a strong seasonal
contrast.

Over the ACC region the amplitude of the first
harmonic is less than half of the maximum over the

Antarctic continent. However, the seas adjacent to West
Antarctica, which include the Ross and Weddell seas, are
dominated by a larger amplitude of the first harmonic
(Figure 6(a) and (c)), in particular for the NNR dataset.
This is probably associated with seasonal changes of sea
ice which induce modifications in the radiative budget
(King (1994)), and can affect the thermal advection onto
the ice shelves. Additionally, the absence of katabatic
winds in these areas allows for the generation of a
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temperature inversion in winter at the surface enhancing
the seasonal contrast. By assuming that the first two
harmonics explains more than 90% of the total variance
of the t2m, the amplitude maxima over the Ross and
Weddell seas has also been identified by van den Broeke
(1998), for Halley and Belgrano stations in the area of
the Weddell Sea, and for Hallett and Little America in
the Ross Sea.

Figure 6(e) shows differences in the topography height
between the NNR and the ERA40 reanalyses. The NNR
is characterized by higher (lower) altitude in the east
side (west) of the Dome Fuji than the ERA40 dataset.
Moreover, differences are noted between both data in
the Dome C and in the George V Land. These areas
show the large disagreement between the NNR and
the ERA40 in terms of their annual and semi-annual
harmonics (Figure 6). It is therefore very likely that the
enhanced seasonal contrast of the t2m in the NNR is
due to stronger annual forcing of the katabatic winds
compared to ERA40.

Turning to the second (semi-annual) harmonic, one
may note that the areas with larger amplitude values
are very similar to those seen in the annual harmonic.
As detected for the first harmonic, higher amplitude
values are found over Antarctic plateau for the NNR
and over the West Antarctica ice sheet for the ERA40
dataset. By comparing our results with the semi-annual
harmonic based on station data, one may note that the
NNR reproduces the observed data satisfactorily, since
the higher amplitude is observed in the Vostok, Dome
C and Plateau station. This feature is primarily linked
to the magnitude of the temperature inversion in winter
associated with the loss of long wave radiation.

van den Broeke (1998) evaluating the influence of the
SAO on near-surface temperatures in Antarctica, found
that the variance explained by the second harmonic of
the annual temperature cycle is largest on the Antarctic
Plateau (11–18%), followed by the large ice shelves
and coastal East Antarctica (6–12%) and stations at or
close to the Peninsula (0–5%). These results match the
explained variance seen in the NNR and the ERA40
over the Antarctic Plateau, but they disagree with regard
to the variance over East Antarctica and Peninsula in
ERA40. A comparison between the CMIP3 results and
the Reanalysis data (Figure 7) clearly demonstrates that
the models can satisfactorily simulate the amplitude of
the first harmonic, as well as its spatial pattern as
reproduced by the NNR. The CMIP3 results are primarily
characterized by the topographic effects over regions such
as the East Antarctica Ice Sheet (EAIS, Figures 6 and 7).
The second region with higher amplitude values is located
over the Ross and Weddell seas. Comparison between the
CMIP3 models and the ERA40 reveals a disagreement on
the areas of higher seasonal harmonic variability. This
may indicate a bias in the ERA40 dataset with regard to
the amplitude of the seasonal cycle. Studies of Antarctic
climatology show that the largest seasonal amplitude of
temperature variation is found over the high plateau, not

over the relatively low-lying West Antarctica (Warren
(1996), Broeke et al. (2005)).

It should be noted that despite having reasonable
horizontal resolution, the CSIRO model (Table I) did
not exhibit the seasonal variability as predicted to occur
by the other models, as well as by the Reanalysis.
One may argue that this feature could be associated
with a bias in the model’s representation of the wave
3 pattern (ZW3, van den Broeke (1998)). However, it
has been shown by Raphael and Holland (2006) that
the CSIRO model does a respectable job of simulating
ZW3 spatially. This anomalous amplitude as predicted
to occur by the CSIRO model is perhaps consequence of
processes linked to the cloud cover, or may be associated
with the treatment of the ice/snow subsurface temperature
and heat flux. Phipps (2006) evaluating the CSIRO Mk3L
climate system model, a simplified version of the CSIRO
model evaluated here, shows that the model can be seen
to have excessive cloud cover south of 60 °S as compared
to NCEP-DOE Reanalysis.

To further evaluate the discrepancies in simulating the
seasonal changes in the CMIP3 models, we show in
Figure 8 the annually zonally averaged total cloud cover
(TCC) over the SH ocean and Antarctica, and the annual
march of the TCC averaged between 87 °S–70 °S and
30 °E–130 °E. It may be demonstrated that the GFDL
and CSIRO models show the largest values of the
TCC compared to the other models (Figure (a)). This
overestimation of clouds may very likely damp the annual
cycle of temperature, as reproduced by the CSIRO and
GFDL models. It is interesting to note, moreover, that
the models differ substantially in terms of the seasonal
cycle of the TCC over the Antarctic Plateau (Figure 8(b)).
This may be the cause of the inter-model differences
in amplitude of the t2m annual harmonic. Again, larger
seasonal variability of t2m is identified for CCCma,
HadCM3 and MIROC-MEDRES with values as high as
20 °C. It should be mentioned that these model results
fit closely with the NNR dataset (Figures 7 and 6). The
larger amplitude of the annual harmonic over seasonally
ice covered regions in the CMIP3 models and the NNR,
may be due to modifications in the heat flux exchange
between ocean and atmosphere linked to the seasonal sea
ice melting. Additionally, as proposed by Broeke et al.
(2005), the amplitude of the annual cycle of t2m over
coastal regions is also caused by the nonlinear response
of air moisture content, clear-sky conditions and the long
wave radiation balance.

Over the Antarctic continent the explanation for strong
seasonality is not straightforward. Previous investigations
based upon the Antarctic surface mass balance (SMB),
for which precipitation (P) minus sublimation (E) is
an important parameter, demonstrate that the minimum
value of P-E is located over the Plateau of East Antarctica
(Vaughan et al. (1999)). This analysis matches very
closely to our identified area of maximum first (or annual)
harmonic amplitude of t2m, as shown in Figure 7. It has
been demonstrated moreover that the SMB is affected
by the amount of clear-sky precipitation as proposed
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Figure 7. Amplitude of the first harmonic of t2m for (a) CCCma, (b) CCSM, (c) CSIRO, (d) HadCM3, (e) MIROC-MEDRES and (f) GFDL
(°C). This figure is available in colour online at wileyonlinelibrary.com/journal/joc

by Cassano et al. (2001). Based on precipitation which
may be used as a proxy for the SMB (not shown), it is
demonstrated that the CSIRO model does not reproduce
the seasonal cycle of precipitation and also overestimates
the TCC throughout the year, as previously mentioned
(Figure 8(a) and (b)). On the other hand, models with
higher seasonal variability of t2m are associated with
small TCC amount and reasonable representation of the
annual cycle of precipitation. One may argue, therefore,
that the simulated amplitude of the annual cycle of t2m

in the interior of Antarctic, may very likely be associated
with the model treatment of the P-E rate. This involves
the cloud-forced short wave and long wave radiation (up
and down) balance.

Analyses of the semi-annual harmonic amplitude of
t2m (Figure 9), show that the largest intra-seasonal
variability is located over the EAIS with values as
high as 8 °C according to the HadCM3 and MIROC-
MEDRES output. Small values are simulated by CCCma
and GFDL models. In addition, the second harmonic
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Figure 8. (a)Annually zonally averaged total cloud cover (%) and (b) area-averaged total cloud cover over 87 °S–70 °S and 30 °E–130 °E (%).
This figure is available in colour online at wileyonlinelibrary.com/journal/joc

of the CMIP3 data shows a very similar spatial pattern
to the NNR, except for the CSIRO model. The CMIP3
results also exhibit a higher amplitude over the Ross and
Weddell seas, as found by van den Broeke (1998), which
characterizes the intra-seasonal behaviour of the coupling
between the sea ice and the atmospheric circulation. It
should be emphasized that CCCma and CSIRO differ
from the other models along the coastal region of East
Antarctica. It has been demonstrated that the second
harmonic of t2m is highly correlated with the second
harmonic of pressure (SAO), due to the displacement
of the low pressure belt during the distinct phases of
the SAO (van den Broeke (1998)). Based on this, one
may suggest that the linkage between the ZW3/SAO
patterns with the near-surface temperature variability is
inadequately simulated in CCCma and CSIRO models.

Calculations of the harmonic analysis based upon GW
conditions reveal that global warming affects the annual
cycle of Antarctic temperature in different ways over the
ocean and the continent (Figure 10). In the interior of
the Antarctic continent, there is no substantial seasonal
difference between the amplitude of the first harmonic
as projected by GW and PD simulations, with values
between ±1 °C. Over the ocean along the ACC the
amplitude of the first harmonic is reduced in all IPCC
models in the GW interval compared to the PD interval
(Figure 10). The CMIP3 models show large weakening
of the annual cycle over the Pacific and Atlantic sectors
except for the MIROC-MEDRES. This weakening in
the amplitude of the first harmonic is due to higher

winter temperatures which is associated with reduced sea
ice thickness and sea ice area (not shown). The CCSM
model, however, shows a strengthening in the amplitude
of the first harmonic in the interior of the Antarctic
continent (Figure 10(b)), which is primarily a result of
increased temperature during the summer season (see
Figure 4). In addition, over the ACC the CCSM exhibits
the largest changes in the amplitude of the seasonal cycle
between the PD and GW simulations (Figure 10(b)).

An analysis of the difference in the amplitude of
the first harmonic of near-surface wind (not shown),
between the GW and PD intervals does not reveals a
clear relationship with the temperature changes discussed
here. Lefebvre et al. (2004) argued that the CCSM model
overestimates the sea ice area under PD conditions in
particular in the Pacific and the Indian sectors. This
anomalous pattern induces very cold conditions in winter
due to the isolation of the atmosphere from the underlying
warm ocean. Turning to GW conditions, the opposite is
verified with increased temperature as a consequence of
strongly reduction in the sea ice cover, which allows
a more effective heat exchange between the ocean
and the atmosphere (Figure 5(b)). Concomitantly, this is
associated with a reduction of the amplitude of the annual
harmonic.

Since changes of the amplitude of the second harmonic
as projected by the climate simulations between the
two epochs are relatively small, they are not shown
here. It should be noted that larger changes occur over
the oceanic areas along the ACC, in particular over
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Figure 9. Amplitude of the second harmonic of t2m for (a) CCCma, (b) CCSM, (c) CSIRO, (d) HadCM3, (e) MIROC-MEDRES and (f) GFDL
(°C). This figure is available in colour online at wileyonlinelibrary.com/journal/joc

Weddell and Ross Seas. This highlights the importance
of sea ice in driving the annual cycle of the near-surface
temperature in the SH polar region. Over the continent,
a strengthening of the semi-annual cycle under GW
conditions is seen in the CCSM model results.

5. Conclusions

Based on the ERA40 and NNR Reanalyses, and climate
simulations from six GCMs (CCCma, CCSM, CSIRO,
HadCM3, MIROC-MEDRES and GFDL), that support

the IPCC AR4, we have provided an investigation of
the simulated near-surface temperature over the SH polar
region, with a particular emphasis on the amplitude of the
annual and semi-annual cycle. Our focus include both PD
and GW conditions.

It has been demonstrated that there are several differ-
ences between the CMIP3 PD simulations and the NNR.
These differences are larger over the Antarctic conti-
nent in the summer season, where the modelled t2m is
up to 10 °C higher than the NNR for CCSM, MIROC-
MEDRES and GFDL. On the other hand, the CCSM
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Figure 10. Amplitude anomalies of the first harmonic of t2m between PD and GW simulations for (a) CCCma, (b) CCSM, (c) CSIRO,
(d) HadCM3, (e) MIROC-MEDRES and (f) GFDL (°C). This figure is available in colour online at wileyonlinelibrary.com/journal/joc

and MIROC-MEDRES t2m are lower than the NNR over
Queen Mary land and Wilkes land, whereas the GFDL
t2m is up to 14 °C colder throughout East Antarctica. In
winter, while CCCma, HadCM3 and MIROC-MEDRES
show negative anomalies over the majority of the Antarc-
tic continent, CCSM, CSIRO and GFDL are characterized
by positive and negative anomalies. Analyses of the oro-
graphic features of both datasets (Figure 3) do not reveal
strong evidence to conclude that these t2m anomalies

between the CMIP3 and the NNR are primarily associated
with differences in the orography field, since the largest
disagreement in the Antarctic orography as represented
by CMIP results and the NNR are located around the
Dome Fuji and in the Dronning Maud Land. Although,
it may be noted that along the coastline there are differ-
ences in topography between the models and the NNR,
which seem to lead to t2m anomalies in particular for
CSIRO and MIROC-MEDRES models.

Copyright  2010 Royal Meteorological Society Int. J. Climatol. 31: 514–530 (2011)



CLIMATOLOGICAL TEMPERATURE OVER ANTARCTICA 529

The evaluation of the climate projections for the period
2080–2100, demonstrated that a major point of concern
is perhaps the inter-model differences, in the spatial
distribution and magnitude of the projected changes of the
t2m. For instance, CCCma and CSIRO are characterized
by higher t2m anomalies over East Antarctica, whereas
MIROC-MEDRES and GFDL are dominated by t2m
anomalies mainly placed in West Antarctica.

Harmonic analysis reveal that the first harmonic of
t2m in the NNR data is characterized by largest seasonal
variability over the Weddell and Ross seas, and over the
highest topographic features (Dome Fuji and Dome C).
Similar analyses for the ERA40 data, however, shows
the maximum amplitude over the west Antarctic ice
sheet. This may indicate a bias in the ERA40 dataset
in regarding the amplitude of the seasonal cycle.

Comparison between the CMIP3 results and the
Reanalysis data (Figure 7) clearly demonstrates that the
models can satisfactorily simulate the amplitude of the
first harmonic, as well as its spatial pattern as seen in
the NNR. The CMIP3 results are primarily characterized
by the topographic effects over regions such as the East
Antarctica Ice Sheet (Figures 6 and 7). Despite show-
ing a good performance over areas of higher seasonal
changes, the CMIP3 models show inter-model differences
in the amplitude values of the annual harmonic. Larger
seasonal variability is identified for CCCma, HadCM3
and MIROC-MEDRES with values as high as 20 °C. The
CSIRO model did not exhibit the seasonal variability
as predicted by the other models. This feature is tightly
linked to the overestimation of the cloud cover as well
as is due to weak seasonal changes of precipitation. This
overestimation of clouds reduces the annual cycle of tem-
perature in CSIRO and GFDL models (Figure 8).

Calculations of the harmonic analysis based upon
GW conditions revealed that global warming affects the
annual cycle of Antarctic temperature in different ways
over the ocean and the continent (Figure 10). In the
interior of the Antarctic continent, there is no substantial
seasonal difference between the amplitude of the first
harmonic as projected by GW and PD simulations, with
values between ±1 °C. Over the ocean along the ACC, the
amplitude of the first harmonic is reduced in all CMIP3
models in the GW interval compared to the PD interval
(Figure 10). The CMIP3 models show a large weakening
of the annual cycle over the Pacific and Atlantic sectors
except for the MIROC-MEDRES. This weakening in the
amplitude of the first harmonic is due to higher winter
temperatures which is associated with intensified sea ice
melting under greenhouse forcing.
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