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Introduction
The global climate is influenced by several major climate drivers, 
including the Indian Ocean Dipole (IOD; Saji et al., 1999; Webster 
et al., 1999). The IOD is the main climate mode that generates 
extreme climatic patterns in the Indian Ocean (IO) and in sur-
rounding regions. The positive phase of the IOD is characterized 
by warmer than normal sea surface temperatures (SSTs) in the 
western tropical IO and by cooler temperatures to the east (Saji 
et al., 1999; Webster et al., 1999). Severe effects of the IOD include 
the formation of droughts in Australia (Ashok et al., 2003; Cai 
et al., 2009; Ummenhofer et al., 2009), East Asia (Kripalani et al., 
2009), and western Indonesia (Abram et al., 2003) and the genera-
tion of heavy rains in East Africa (Behera et al., 2006; Black et al., 
2003). While there may be similarities between past and present 
day IOD events (Tangunan et al., 2017), understanding the IOD’s 
responses to external forcings (i.e. solar forcing, volcanic radiative 
forcing (VRF) and greenhouse gas (GHG) radiative forcing) is 
critical to forming predictions of future climate extremes observed 
in and around the IO (Cai et al., 2014; Lazenby et al., 2018).

Volcanic activity influences the climate system by reducing 
incoming solar insolation at the Earth’s surface, resulting in 
global surface cooling (e.g. Robock, 2000). Solar forcing was an 
important natural factor that shaped climate change in preindus-
trial times of the past 1000 years (e.g. Solanki et al., 2013), and it 
has a significant impact on surface air temperatures in areas of the 

tropics and subtropics, including the IO (Le, 2015; Le et al., 2016; 
Zambri et al., 2017). Although there uncertainties and discrepan-
cies remain regarding the magnitude of solar effect on global cli-
matic patterns (e.g. Schurer et al., 2013), solar forcing may impact 
IOD variations. Changes in concentrations of long-lived GHGs 
(e.g. CH4, CO2, and N2O) lead to variations in radiative forcing 
(or to the modulation of the radiative energy budget of the Earth’s 
climate system (Ramaswamy et al., 2001)) by absorbing long-
wave radiation in the troposphere, resulting in climate change.

Most studies related to the influence of external forcings on 
tropical climates focus on the connection between these factors 
and the El Niño-Southern Oscillation (ENSO; Khodri et al., 2017; 
Le, 2017; Zuo et al., 2018) while the relationship between these 
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forcings and the IOD remains elusive. Few efforts (e.g. Izumo 
et al., 2018; Maher et al., 2015; Zheng et al., 2013) have been 
made to quantify the IOD responses to external forcings. Studies 
have used select model and CMIP5 historical simulations (i.e. 
1850–2005) to show that volcanic forcing increases the likelihood 
of a positive IOD emerging from eruptions of the following year 
(Maher et al., 2015) while tropical volcanic eruptions create a 
subsurface ocean response similar to a negative IOD in the year of 
an eruption (Izumo et al., 2018). Increase in concentrations GHGs 
induces an IOD-like warming pattern in the tropical Indian Ocean 
but does not alter the interannual variance of the IOD (Zheng 
et al., 2013).

In this study, we investigate the causal connection between 
external forcings and the IOD of the past 1000 years via model 
simulations based on multivariate vector autoregressive time 
series models and Granger causality tests (see Methods Section 2). 
Our method considers the simultaneous impacts of different fac-
tors (i.e. VRF, solar forcing, and GHG radiative forcing), and thus 
it may present more robust results of the IOD responses to these 
forcings. Specifically, in this study we quantify the probability of 
the IOD responding to external forcings. From long-term simula-
tions for the past 1000 years with large multi-model results, the 
results of this study may improve the statistical significance of the 
true link between external forcings and the IOD. The results of 
this study may also serve as an evaluation of climate models’ lev-
els of consistency in simulating IOD responses to external 
forcings.

Data
Monthly mean SST and near-surface eastward wind data are 
taken from the Coupled Model Intercomparison Project Phase 5 
(CMIP5) model simulations for the past 1000 years (simulation 
name “past1000”; Taylor et al., 2012). The simulations roughly 
start in the 850 Common Era (CE) and roughly end in 1850 CE. 
Thus, in this study, the last millennium refers to the 850–1850 CE 
period.

The models were forced with Total Solar Irradiance recon-
structions taken from Vieira et al. (2011), Delaygue and Bard 
(2010), Steinhilber et al. (2009) or Wang et al. (2005) (see Sup-
plemental Table S1). In Supplemental Table S1, volcanic forcings 
used in each simulation were drawn from Crowley et al. (2008) or 
Gao et al. (2008). Figure 1 shows the time series for these climate 
forcings. Other sources of forcing include well-mixed greenhouse 
gas (GHG) variations. Further information on climate forcing 
reconstruction selections employed in CMIP5 in simulations for 
the past 1000 years are described in Schmidt et al. (2011, 2012).

The simulation of the IOD in CMIP5 models is crucial and is 
discussed in previous studies. For example, several CMIP5 mod-
els may not capture the IOD’s spatial structure mainly for equato-
rial regions of the Indian Ocean (Chu et al., 2014), and the IOD’s 
amplitude can be overestimated (Weller and Cai, 2013). Besides, 
several models underestimate the temperature change between 
the Little Ice Age (i.e. 1450–1850 CE) and the Medieval Climate 
Anomaly (i.e. 950–1250 CE) for most parts of the Northern 
Hemisphere (Ljungqvist et al., 2019). Although CMIP5 models 
might exhibit biases in simulating IOD variations, these models 
provide useful datasets for understanding IOD responses to exter-
nal forcings.

Methods
The dipole mode index (DMI; Saji et al., 1999) is defined as the 
difference in boreal autumn (September-October-November, 
SON) SST anomalies observed between the tropical western IO 
(50°E–70°E; 10°N–10°S) and the tropical south-eastern IO 
(90°E–110°E; 0°N–10°S). Changes in the DMI of the past 
1000 years are highly model dependent (see Figure 2 for filtered 

DMI time series of individual models). Nevertheless, there is con-
sistency in simulating the range of DMI amplitudes between 
models except in the case of the minor wide spread of DMI ampli-
tudes given in model IPSL-CM5A-LR (solid blue line).

Multivariate vector autoregressive (VAR) time series models 
(e.g. Mosedale et al., 2006) are employed to evaluate the impact 
of external forcings (i.e. solar forcing, volcanic forcing and GHGs 
radiative forcing) on the DMI. This method employs the follow-
ing definition of Granger causality (Granger, 1969): variable Y 
has a causal influence on variable X when information given by 
past values of Y is helpful in facilitating the prediction of X. The 
pth order vector autoregressive VAR(p) is defined as:
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Figure 1. Solar forcing, GHG radiative forcing and volcanic forcing 
for 850–1850 CE (see Supplemental Table S1 for climate forcing 
reconstruction options used in past 1000-year CMIP5 simulations). 
Solar forcing (from DB, VSK, and SBF) is shown as TSI with respect 
to the (w. r. t.) mean TSI for 1976–2006. GHG radiative forcing is 
shown as w. r. t. radiative forcing (RF) for the year 850. Volcanic 
forcing spurs negative radiative forcing within the climate system.
GHGs: greenhouse gases; TSI: Total Solar Irradiance.

Figure 2. The dipole mode index (DMI) is defined as the 
difference between boreal autumn (September-October-November, 
SON) SST anomalies and those of the tropical western Indian 
Ocean (50°E–70°E; 10°N–10°S) and tropical southeastern Indian 
Ocean (90°E–110°E; 0°N–10°S). The DMI is shown for individual 
models. Time series are shown as 15-year low-pass-filtered data 
(for visualization only).
SST: sea surface temperature.
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where Xt is the DMI for year t, Yt is the considered forcing for year 
t, Zj,t is the control forcing j for year t, m is total number of control 
forcings, and p ⩾ 1 is the ordering of the causal model. We define 
either volcanic radiative forcing (VRF) or Total Solar Irradiance 
(TSI) or GHG radiative forcing as considered forcing. Other forc-
ings are defined as control forcings (or defined as the confound-
ing factors (Hegerl et al., 2010) or control variables (Stern and 
Kaufmann, 2013). For example, when VRF is considered forcing, 
TSI and GHG radiative forcing are control forcings. Control forc-
ings may affect the relationship between the considered forcing 
and the DMI. In equation (1), m is equal to 2, and hence we con-
sider two forms of control forcing in our analyses. Terms αi, βi, 
and δj,i are regression coefficients, and εt is the noise residual in 
the regression. These regression coefficients and residuals are 
computed using the least squares method of the multiple linear 
regression analysis approach. The data time series of X, Y, and 
Z1→m are normalized and detrended. Whether detrending is 
applied or not does not alter our overall conclusions.

A Granger causality test is applied to the causal model 
described in equation 1. In applying this test, the probability of no 
Granger causality being present is used to evaluate the causal 
relationship between X and Y. The predictive model described in 
equation (1) is considered as a complete model where all vari-
ables (i.e. external climate forcings and past data of DMI) are 
employed to estimate DMI. The null model of no causal impacts 
from a given climate forcing (i.e. variable Y) to DMI is estab-
lished by removing the terms related to Y in equation (1) (i.e. by 
setting). The null model and the complete model are then differ-
entiated by using the following indicator:

L nY X p pi→ == −(log log ),Ω Ωβ 0

where |Ωp| is the determinant of the covariance matrix of the noise 
residual, and n is the length of the data time series. We assess the 
significance of the complete predictive model by matching the 
computed LY→X indicator against a null distribution. This assess-
ment results in a probability for no causal influence of the consid-
ered climate forcing (i.e. variable Y) on DMI. Further information 
on this test is given in previous works (Le et al., 2016; Mosedale 
et al., 2006). The methods presented in this study are designed to 
detect causal effects and thus, provide robust evaluation of pos-
sible impacts of external climate forcing on the IOD. The results 
are also supported by the multi-model approach.

The predictive model described in equation (1) may contain 
uncertainties if the effects of an important forcing (e.g. ENSO 
which is normally considered as the strongest climate mode of 
interannual climate variability) of the IOD are neglected (Lütke-
pohl, 1982). Thus, we will discuss the role of ENSO on the causal 
influences of external forcing on the IOD.

Results and discussion
Figure 3 shows the probability of there being no Granger causal-
ity between solar forcing and the IOD of individual models. This 
result demonstrates that solar activity is only found to have sig-
nificant causal influence on IOD variations in the HadCM3 (at the 
5% significance level) and MPI-ESM-P models (at the 10% sig-
nificance level). In Figure 3, 7 out of 10 models show p-values 
exceeding 50%, indicating that a weak IOD response to TSI is 
favored in the models. This result suggests that IOD events may 
not be triggered by solar forcing. Although several studies (e.g. 
Le, 2015; Le et al., 2016; Meehl et al., 2008) indicate that solar 
variations may influence tropical Indian Ocean (IO) near surface 
air temperatures, the non-significant response of the IOD to solar 
forcing suggests that other forcings and internal variability have 
played a more important role in inducing IOD variations over the 
past 1000 years. Our result is partly in agreement with previous 
studies (Schurer et al., 2013) showing minor effects of solar 

forcing on the climate of Northern Hemisphere over past 
millennium.

Figure 4a shows significant SST response to TSI in part of 
eastern IO during boreal autumn for model MPI-ESM-P while the 
response in the western IO is weaker. Figure 4b shows a signifi-
cant level of Granger causality between TSI and the western IO 
SST for the boreal autumn season for model HadCM3 and a weak 
connection between TSI and the boreal autumn SST of the eastern 
IO. In eastern parts of the tropical and subtropical IO interactions 
occur between the IO and the tropical Pacific, which are normally 
controlled by internal climate variability (e.g. air-sea interactions 
in tropical areas of the Indian and Pacific Oceans or the modula-
tion of zonal winds that may affect SST variations (Cai et al., 
2019; Latif and Barnett, 1994; Sprintall et al., 2014; Tokinaga 
et al., 2012)). This result indicates that even for models showing 
significant Granger causal impacts of TSI to the DMI, solar forc-
ing still might not entirely influence the tropical and subtropical 
IO SST. This weak control of solar forcing on tropical and sub-
tropical IO SSTs may be associated with the IOD’s non-signifi-
cant response to solar forcing shown in most models.

Figure 5 shows non-significant causal effects of GHG varia-
tions on the DMI. This result indicates that GHG variations may 
not have had a major influence on regional climate changes in 
tropical and subtropical areas of the IO over the past 1000 years. 
This result may not be surprising due to minor fluctuations in 
GHGs occurring the during preindustrial period of the last millen-
nium. Impacts of GHG variations on the DMI may have changed 
in the industrial period (i.e. 1850 to the present) and may change 
in the future (Cai et al., 2013) with stronger fluctuations in GHGs. 
As no model shows significant influences of GHGs variations on 
the DMI, we did not further investigate the impacts of GHG varia-
tions on IO SSTs.

Figure 6 shows that the IOD is more sensitive to VRF in some 
models than others. Specifically, four models (MPI-ESM-P, MRI-
CGCM3, GISS-E2-R, and CCSM4) show significant Granger 
causality for VRF’s effect on the IOD. This inconsistency may be 
attributed to discrepancies between models concerning oceanic 
responses recorded after volcanic eruptions (Ding and Carton, 
2014; Mignot et al., 2011). In addition, IOD responses shown in 

Figure 3. Probability of an absence of Granger causality from TSI 
to the DMI. Probability (p-value) values are shown for individual 
models. Horizontal red, green and magenta lines mark p-values of 
0.95, 0.5, and 0.05, respectively. Models with p-values exceeding 
0.05 fail to reject the null hypothesis of there being no Granger 
causality between TSI and the DMI at the 5% significance level. The 
results of models MPI-ESM-P (p-value < 0.1) and HadCM3 (p-value 
< 0.05) are plotted as cyan and yellow bars, respectively.
TSI: Total Solar Irradiance; DMI: dipole mode index.
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the models are not robust (Swingedouw et al., 2017) and several 
models simulated weak internal variability and feedback mecha-
nisms (Gómez-Navarro et al., 2015; Ljungqvist et al., 2019). 
Other studies suggest that climatic responses (e.g. oceanic evolu-
tion) to strong volcanic eruptions vary in CMIP5 climate models 
and the causes of the spread between models are related to the 
VRF employed in each model, the background climate and 

internal climate variability (e.g. Zanchettin et al., 2016). IOD 
responses to VRF at different latitude bands are shown in Supple-
mental Figure S1. We note that IOD responses to VRF at low lati-
tudes (i.e. the 0°S–30°S and 0°N–30°N bands) are more 
significant than those observed at high latitudes (i.e. the 
30°S–90°S and 30°N–90°N bands) in several models (i.e. CSIRO-
Mk3L-1-2, GISS-E2-R).

A further analysis reveals a significant causal influence of vol-
canic forcing on tropical and subtropical IO autumn SST (Supple-
mental Figure S2) according to the MPI-ESM-P, MRI-CGCM3, 
GISS-E2-R, and CCSM4 models. These models reveal a Granger 
causal connection between VRF and SST for a large proportion of 
the tropical and subtropical IO. This result suggests that surface 
basin cooling effects observed after volcanic eruptions might 
occur simultaneously in tropical and subtropical areas of the IO 
and may thus directly shape effects of VRF on the IOD.

The tropical Pacific contributes to the evolution of the tropical 
Indian Ocean and the IOD (Cai et al., 2019). This effect is exerted 
via the oceanic pathway through the Indonesian Archipelago 
(Sprintall et al., 2014), or via the changes in Walker circulation 
induced by ENSO (Latif and Barnett, 1994). The mechanisms for 
the connection between the Pacific and Indian Oceans are diffi-
cult to model correctly, as they require accurate parameterization 
of atmospheric convection over the tropics and a realistic repre-
sentation of the Indonesian Throughflow. One may assume that 
volcanic eruptions have effects on ENSO [computed as the aver-
age SST anomalies in the Niño 3.4 area (120–170°W; 5°N–5°S) 
in boreal winter (December–January–February)], then the modi-
fied ENSO signal would likely affect the IOD. Additional analy-
sis reveals that the effects of VRF on IOD slightly decrease for 
models GISS-E2-R and MRI-CGCM3 when ENSO is included to 
the predictive model described in equation (1) as a confounding 
factor (Supplemental Figure S3). However, three models (MPI-
ESM-P, MRI-CGCM3, and CCSM4) still show significant 
Granger causality for VRF’s effect on the IOD. Thus, the overall 
response of the IOD to VRF is significant, but this response is 
partly dependent on the representation of ENSO in the models.

Figure 7 shows a probability map for an absence of Granger 
causality between VRF and boreal autumn surface eastward 
winds (i.e. surface zonal winds) for the tropical and subtropical 

Figure 4. Probability of an absence of Granger causality from 
TSI to tropical and subtropical Indian Ocean boreal autumn 
(September-October-November) SSTs according to models MPI-
ESM-P (a) and HadCM3 (b). The red (yellow) contour line shows 
that the p-value = 0.05 (0.1). Red shades mark a high probability of 
an absence of Granger causality. Magenta and black boxes indicate 
tropical western Indian Ocean (50°E–70°E; 10°N–10°S) and the 
tropical south-eastern Indian Ocean (90°E–110°E; 0°N–10°S), 
respectively.
TSI: Total Solar Irradiance; SST: sea surface temperature.

Figure 5. The same data given in Figure 3 but for a Granger 
causality from well-mixed greenhouse gas radiative forcing to the 
DMI.
DMI: dipole mode index.

Figure 6. The same data given in Figure 3 but for a Granger 
causality from volcanic radiative forcing (VRF) to the DMI. The 
four models (results are plotted as yellow bars) show the Granger 
causality between VRF and the DMI at the 5% significance level.
See Supporting Supplemental Figure S1 for the DMI’s responses to VRF 
at different latitudes.
DMI: dipole mode index.
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IO. The results are shown for models MPI-ESM-P, MRI-CGCM3, 
and GISS-E2-R where significant causal effects of VRF on the 
IOD are found. Surface eastward wind data for model CCSM4 
were not available at the time of the study. In Figure 7, VRF is 
shown to have a causal influence on components of western IO 
surface zonal winds forming to the east of the African continent. 
The connection between VRF and IO surface zonal winds is 
weaker in the southeastern IO than in the northwestern IO, 
revealing the important impacts of internal climate variability on 
southeastern IO zonal wind variations. The results shown in Sup-
plemental Figures S2 and 7 suggest that physical mechanisms 
related to changes in IO zonal winds occurring after volcanic 
eruptions might not play a significant role in the causal effects of 
VRF on IO SST and the IOD.

Figure 8 shows the response of the DMI to large volcanic 
eruptions and shows that periods in which large volcanic erup-
tions occur (denoted by grey bars) normally coincide with local 
maximum or minimum DMI values. Previous studies show that 
volcanic eruptions increase the likelihood of positive IOD events 

occurring in the following year (Maher et al., 2015) and that tropi-
cal volcanic eruptions can induce a negative IOD in the year of an 
eruption (Izumo et al., 2018). However, Figure 8 shows that phase 
responses of the IOD following large volcanic eruptions remain 
unclear even from models showing significant connections 
between VRF and the DMI. For example, responses of the 
selected models to large volcanic eruptions occurring in the mid-
13th century are not consistent. Specifically, models GISS-E2-R 
and MPI-ESM-P show positive DMI responses while models 
MRI-CGCM3 and CCSM4 present negative DMI responses. For 
other periods including large volcanic eruptions (as indicated by 
the grey bars in Figure 8), phase responses of the IOD also vary 
between the four models. Overall, for all five periods with strong 
VRF, the phase response of the IOD is positive according to mod-
els MPI-ESM-P and GISS-E2-R (both models use CEA data, see 
Supplemental Table S1) while it is negative according to models 
MRI-CGCM3 and CCSM4 (both models use GRA data). Thus, 
the IOD phase response to strong VRF might depend on the spe-
cific model used and on volcanic forcing data used in each model. 
This result is in agreement with the results of a recent study 
(Zanchettin et al., 2016). While periods involving large volcanic 
eruptions have been shown to coincide with periods of low ENSO 
indexes (Le, 2017), as is shown in Figure 8, periods of low DMI 
indexes occur independent of periods presenting high levels of 
volcanic forcing. Hence, the results given in Figure 8 also show 
that IOD responses to VRF are different and may be more com-
plex than those of the ENSO.

VRF was found to have a significant influence on ENSO vari-
ability from 850 to 1850 (Le, 2017; Zuo et al., 2018) and robust 
relationship may thus exist between the ENSO and IOD (e.g. Cai 
et al., 2011; Le & Bae, 2019). Hence, the IOD’s responses may be 
mediated by ENSO processes, and the models’ capacities to simu-
late the ENSO-IOD relationship may create discrepancies in the 
causal effects of VRF on the IOD.

There are several reasons for the diversity in the response of 
tropical Indian Ocean to external forcings. For example, previ-
ous studies mentioned the spread in the model simulations 
related to thermocline feedback in the tropical Indian Ocean 

Figure 7. Probability of an absence of a Granger causality from 
VRF to the tropical and subtropical Indian Ocean boreal autumn 
(September–October–November) surface eastward winds 
according to the models MPI-ESM-P, MRI-CGCM3, and GISS-E2-R, 
respectively. The red (yellow) contour line shows that the  
p-value = 0.05 (0.1). Red shades mark a high probability of an 
absence of Granger causality.
VRF: volcanic radiative forcing.

Figure 8. Phase (i.e. positive or negative) response of the DMI 
to large volcanic eruptions over the past 1000 years according to 
the models MPI-ESM-P, MRI-CGCM3, GISS-E2-R, and CCSM4. 
The upper figure shows variations in volcanic forcing for 850–1850 
CE. The lower figure shows variations in the DMI. The grey bars 
denote periods when large volcanic eruptions occurred. The phase 
response of the DMI is positive for the models MPI-ESM-P and 
GISS-E2-R (green and black solid lines), while it is negative for the 
models MRI-CGCM3 and CCSM4 (magenta and cyan lines).
DMI: dipole mode index.



Le and Bae 889

(Zheng et al., 2013) and the amplitude of the IOD (Chu et al., 
2014; Weller and Cai, 2013). In fact, the model biases related to 
the amplitude of the IOD still persist in CMIP6 models (McKenna 
et al., 2020). In addition, there is also inconsistency in the use of 
climate forcing inputs for different models as described in Sup-
plemental Table S1. Besides, the biases in modeling the influence 
of the tropical Pacific on the tropical Indian Ocean might also 
cause the diversity in IOD response to external forcings.

Summary and conclusion
In this study, a Granger causality test was used to evaluate the 
influence of external forcings on the Indian Ocean Dipole (IOD) 
based on past millennium (past 1000) simulations of Coupled 
Model Intercomparison Project Phase 5 (CMIP5) models. Ten 
different models were applied to a causal analysis assessing the 
impact of external forcings on the IOD. Reconstructions of the 
IOD for the past 1000 years are still poorly constrained (e.g. 
Abram et al., 2015; Tierney et al., 2015). Thus, climate model 
simulations allow us to evaluate responses of the IOD to external 
forcings.

The results show that IOD variations of the past 1000 years 
were likely to exhibit weak responses to GHG radiative and solar 
forcing. Specifically, the probability of there being no Granger 
causality between GHG radiative forcing (or TSI) and the DMI is 
higher than 50% according to most models (see Figures 3 and 5). 
However, the results of this study only focus on pre-industrial 
times of the past 1000 years and may not hold for industrial peri-
ods or for the future and especially in terms of the possible effects 
of changes in GHGs on the IOD. The impact of volcanic forcing 
on the IOD is not entirely clear from the examined models. Four 
models (MPI-ESM-P, MRI-CGCM3, GISS-E2-R and CCSM4) 
show a significant causal influence of VRF on the IOD while 
other models show no significant impact. A further analysis of the 
four models shows a significant causal influence of volcanic forc-
ing on Indian Ocean (IO) boreal autumn SST while responses of 
IO zonal winds to VRF are not significant. Thus, changes in IO 
zonal winds following volcanic eruptions may not directly con-
tribute to the causal influence of VRF on IO SST and the IOD. 
The phase response (i.e. positive or negative) of the IOD to large 
volcanic eruptions remains unclear even for models showing a 
significant connection between VRF and the IOD. This result 
suggests that the IOD has a more complex response to volcanic 
forcing than the ENSO.

Uncertainties that may affect the IOD’s responses to volcanic 
forcing and the potential influence of solar forcing on the IOD at 
the decadal and centennial timescales highlight the need to better 
understand the IOD’s responses to external forcings. The results 
presented here may be further examined through additional model 
simulations of longer time periods, especially in terms of the link-
ages between volcanic forcing and the IOD. The fourth phase of 
the Paleoclimate Model Intercomparison Project (PMIP4) (Jung-
claus et al., 2017) and the Model Intercomparison Project on the 
climatic response to Volcanic forcing (VolMIP) (Zanchettin et al., 
2016) will serve as important efforts for evaluating the differ-
ences between model simulations and for improving our under-
standing of the influence of external forcings on the IOD. Besides, 
using Earth system Models of Intermediate Complexity (EMICs) 
forced by different external forcings is an approach to examine 
the sensitivity of the responses of the IOD. In addition, the use of 
other statistical methods (e.g. the bootstrap test) are necessary to 
evaluate the influences of external forcings on the IOD. The 
causal connection between the ENSO and IOD for the past 
1000 years may be a topic of future research. Additional informa-
tion on the ENSO-IOD causal relationship may improve our 
understanding of the influence of volcanic forcing on the IOD.
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