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Abstract

Three past warm periods were chosen to provide out-of-sample tests for those state-

of-the-art climate models by phase 4 of the Palaeoclimate Model Intercomparison

Project (PMIP4): the mid-Holocene (6,000 years ago), the Last Interglacial (more

precisely 127,000 years ago) and the mid-Pliocene Warm Period (roughly 3.2 mil-

lion years ago). Experiments were designed for each warm period with improved

boundary conditions and protocols; called midHolocene, lig127k and midPliocene-

eoi400 respectively. This work looks at the monsoon behaviour across the three

PMIP4 experiments for the first time, to improve the understanding of palaeomon-

soon and to evaluate the performance of current state-of-art models.

Results of this work indicate that both the orbit-induced experiments (midHolocene

and lig127k) show enhanced monsoons in the Northern Hemisphere and weakened

monsoons in the Southern Hemisphere as expected. The lig127k simulations have

stronger response than the midHolocene, because of their stronger orbital forcings.

Simulated anomalies are generally in good agreement with climate proxy recon-

structions, but both experiments underestimate the amplification of the northern

African monsoon as well as Arctic warming. The midPliocene-eoi400 simulations

indicate a global warming with a clear pattern of polar amplification, wetter tropics,

and enhanced monsoons but with uncertainties. An idealised aerosol experiment

highlights the potential importance of uncertainty in the aerosol specifications in the

experiment protocol to simulating the mPWP climate. Analyses on the data-model

mismatch highlight the source and importance of uncertainties during different time

periods.

Despite the existing uncertainties in the simulations, the results of the three exper-
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iments are useful for understanding climate response and quantitatively evaluating

model performance. The findings from this thesis, combined with future work, im-

prove our understanding of monsoon forced responses and could help to ensure that

the next generation of climate models provides more confident projections of future

climate change.



Impact Statement

Monsoons are the dominant factors affecting seasonal hydrological cycles and pre-

cipitation. These influence local human well-being and socioeconomic develop-

ment. Future changes in monsoons are important as they will affect the water supply

in monsoonal regions and impact more than 60% of the world’s human population.

However, the temporal and spatial patterns of future monsoon change are strongly

dependent on regional characteristics, and the mechanisms behind the changes are

not yet well understood. Climate models have been viewed as useful tools to in-

vestigate the climate response to different climate forcings, and project future cli-

mate change under various scenarios. Palaeoclimate modelling provides the out-of-

sample tests to evaluate the performance of the climate models that have been used

in future projection, which can therefore raise the confidence in projecting climate

changes in the future, benefiting the policy makers when making future decisions.

This work selects three warm periods identified by the the fourth phase of the Model

Intercomparison Project (PMIP4) endorsed by the sixth phase of the Coupled Model

Intercomparison Project (CMIP6) and provides the latest analysis and evaluation of

the results of the experiment for the three periods. The results of the experiments

have contributed to the (assessment in the) sixth assessment report of the Inter-

governmental Panel on Climate Change (IPCC, 2021). The findings in this work

indicate that the PMIP4-CMIP6 midHolocene, the PMIP4-CMIP6 lig127k and the

PlioMIP2 midPliocene-eoi400 simulations can provide quantitative evaluation and

derivation of emergent constraints on the hydrological cycle, and improve the con-

fidence in projecting future changes in monsoons and other climatic variables.

Experiment outputs of the CMIP6 and PMIP4 are now freely available from the
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Earth System Grid Federation (ESGF). There are however overheads in analysing

this resource that may prove complicated or prohibitive. This work introduces the

steps that were used to perform the analyse for several of the initial publications aris-

ing from PMIP4. The whole process and the example scripts are reorganised into

a software which hope to offer a general analysing process for the CMIP standard

outputs. A paper documenting the steps has been submitted to the Geographical

Model Development.

Only a few studies have been applied to understanding aerosol effects in the

Pliocene, and yet the effect on precipitation has not been analysed. This work also

explores the Pliocene climate response under two idealised aerosol scenarios by

analysing the simulations produced by a state-of-the-art climate model (CESM1.2).

The results indicate that change in aerosol has more impacts on precipitation over

tropical regions than the high CO2 concentration. This highlights the significance

of future aerosol emission on monsoons.
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Chapter 1

Introduction

The word “monsoon” comes from the Arabic word ”mausim” which means season

of winds as the seasonal reversal of the directions of surface winds along the Indian

Ocean and its surroundings (the Arabian Sea in particular) and as most of the rains

that fall in Southeast Asia occur during the summer. More generally a monsoon is

characterised by the seasonal reversal of the surface winds and associated with con-

trasting precipitation regimes in the tropical and subtropical regions. Understanding

changes in monsoon characteristics is important as monsoons are the dominate fac-

tors affecting seasonal hydrological cycles and precipitation, which influence local

human well-being and socioeconomic development like in Asia where has 60% of

the world’s human population and monsoon rainfall is the major water supply. The

Sixth Assessment Report (AR6) of the Intergovernmental Panel on Climate Change

(IPCC) summarises an enhancement in Asian and northern African monsoons in

response to warming induced by emissions of Greenhouse gases (GHGs) which

were counteracted by decreases in monsoon precipitation due to the cooling induced

by anthropogenic aerosol emissions over the 20th century (Douville et al., 2021;

IPCC, 2021d). Models contributed to the phase 6 of the Coupled Model Intercom-

parison Project (CMIP6) project a precipitation increase over Asian and northern

African monsoons while decrease over North American monsoon and monsoons in

the Southern Hemisphere (SH) under global warming (IPCC, 2021d).

Monsoonal features in past warm periods were different in location and intensity

from today as shown by palaeoenvironmental data (e.g. Kohfeld and Harrison, 2000;
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Zhang et al., 2019). For example, the North African Monsoon during the mid-

Holocene (6000 years ago) and Last Interglacial (127,000 years ago) was enhanced

and expanded further than its modern pattern (e.g. Weldeab et al., 2007; Mohtadi

et al., 2016). Analysis of past monsoon changes is useful for understanding how

the monsoon responds to external forcings that are outside of their current ranges

and improving the knowledge of monsoons which could be helpful for projecting

future monsoon changes. Climate models numerically represent the processes in

the Earth’s system that can play as a useful and powerful tool to simulate mon-

soon response to prescribed external forcing, understand the mechanisms behind

the response, and test new hypothesis. Modelling palaeoclimates allows us to study

how climate models produce monsoon response to the forcings in past and evaluate

model performance by comparing to proxy data, and therefore assess the confidence

in projecting future climate changes by climate models.

Modelling climate changes in the past offers a chance to examine how the state-

of-the-art climate models used in future projections could produce the response in

climate to the forcing outside of current range. Experimental outputs from the lat-

est Palaeoclimate Modelling Intercomparison Project phase 4 (PMIP4), endorsed

by CMIP6, has continuously been released to public in the last three years and

they have contributed to the palaeo assessment in several chapters in the IPCC AR6

(Gulev et al., 2021; Eyring et al., 2021; Douville et al., 2021; Fox-Kemper et al.,

2021). The primary description papers of the latest PMIP4-CMIP6 experiments

have been published (Otto-Bliesner et al., 2021; Brierley et al., 2020; Haywood

et al., 2020; Kageyama et al., 2021). The mid-Holocene (MH), Last Interglacial

(LIG) and mid-Pliocene Warm Period (mPWP) are the three past warm periods that

offer possible systems to simulate future global warming. However, climate models

have not been able to fully reproduce the climate change in the past as suggested

by proxy data, e.g. underestimation in the North African monsoon expansion dur-

ing the mid-Holocene (Harrison et al., 2015). Meanwhile, the relationship between

large-scale changes and local-scale changes in the past remain unclear, which raises

difficulties in interpreting palaeo-environmental data. The latest PMIP4 was de-



1.1. Monsoon system 36

signed to deal with these challenges.Analysis of the monsoon response across the

PMIP4 experiments has not yet been done. The major aim of this thesis is to analyse

the monsoon response in the three warm periods in the PMIP4-CMIP6 simulations.

In this chapter, I will introduce the concepts and review the literature relevant to the

thesis. Firstly, section 1.1 describes the history of understanding monsoon by re-

viewing how and why monsoons are treated as a sea-breeze circulation and dynamic

components of the atmospheric circulation, and gives the definition of global mon-

soon domain and regional monsoons. Section 1.2 introduces three climate forcings

(orbital forcing, GHGs and aerosols) that affect monsoons, whose effects on mon-

soons in past warm periods are presented and discussed in chapters 3 to 6. Section

1.3 introduces climate models and the CMIP, and the following section (1.4) intro-

duces PMIP whose outputs are the major simulations analysed in this work. Sec-

tion 1.5 describes proxy data, monsoon reconstruction and challenge in data-model

comparison that are associated with model evaluation. Section 1.6 introduces the

findings in monsoon change during the MH, LIG and mPWP. Relationship between

this work and published PMIP4-CMIP6 work and aims and outline of this thesis are

given in the last section (1.7).

1.1 Monsoon system

1.1.1 Theories

Monsoons have traditionally been viewed as regional sea breeze circulations driven

by temperature contrast between land and sea (hereafter referred as to “Sea-breeze”

theory). Recently an alternate theory that views monsoons as a global-scale compo-

nent of the atmospheric circulation has gained prominence (hereafter referred as to

“Dynamic” theory), which rises a concept of global monsoon. Regional monsoons

are viewed as subsystems in a global monsoon system.

1.1.1.1 ‘Sea-breeze’ theory

The “Sea-breeze” theory (Figure 1.1a) was firstly suggested by E. Hadley in 1686

– viewing a summer monsoon as a gigantic land–sea breeze in which air rises over
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Figure 1.1: Schematic diagrams illustrating (a) the sea breeze theory and (b) the dy-
namical theory.

the heated land due to the land-sea temperature contrast, and forms clouds and rain-

fall during ascending (Hadley, 1686). In this view, lands warm more and faster

than ocean during the summer and this differential heating drives wind flow blow-

ing from the sea surface (which has high pressure) onshore toward the land (which

has lower pressure). The reverse occurs during the winter resulting in dry condi-

tions over land as winds blowing from land to sea. The theory was modified by

G. Hadley (1753) to consider the effect of the Coriolis force, and has subsequently

been extended further to take account the effects of tropical topographic features

(e.g. Meehl, 1992) and elevated diabatic heating from moist convection (e.g. Web-

ster et al., 1998) viewed as global monsoon. The traditional delineation of monsoon

regions was only based on winds (e.g. Ramage, 1971), but later recognised the

consistent relationship between tropical precipitation, surface pressure, and winds

(Webster, 1972; Gill, 1980).

According to this theory, an increased land-sea temperature contrast should result in

enhanced precipitation and stronger monsoons. Additionally, the temperature con-

trast and the precipitation should reach their maximums simultaneously. However,

this is not supported by a several analyses of model simulations (e.g. D’Agostino

et al., 2019, 2020; Gadgil, 2018; Fasullo, 2012). In reality, in a monsoon region, the

land warms and reaches its hottest before the circulation becomes its strongest. This

happens in late summer when heavy rainfall and cloudiness in turn have decreased
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land surface temperature and therefore reduced land-sea temperature contrast.

1.1.1.2 “Dynamic” theory

In ’Dynamic’ theory (Figure 1.1b), monsoons are seen as moist energetically di-

rect circulations in the tropics, which are linked to the seasonal swing of the zonal

mean Intertropical Convergence Zone (ITCZ) (Schneider et al., 2014; Biasutti et al.,

2018). ITCZ is a band of low pressure shifting near the Equator where the trade

winds of both hemispheres converge and rise forming deep convective heavy rain-

fall. The position of the ITCZ is influenced by the shift in the position of subpolar

point and the distribution of land and sea. As the sea warms slower than land due to

higher heat capacity, the ITCZ tends to move further north or south into land than

over sea during the summer. Monsoons and the ITCZ combine to form a plane-

tary energetically direct circulation generating rainfall over land and ocean. Similar

to the zonal mean Hadley cells, monsoons export moist static energy (MSE) away

from their regions of ascent and produce maximum monsoonal rainfall (shown as

the dashed shallow meridional circulation in Figure 1.1b), acting to remove the

instability from the atmosphere to bring the free tropospheric temperature in line

with the subcloud layer’s equivalent potential temperature (Emanuel et al., 1994;

Nie et al., 2010). This theory can be used to explain the response in palaeocli-

mate monsoons to forcings outside of the tropics (e.g. the Eurasian afforestation

during the mid-Holocene; Swann et al., 2014a), and to different factors that affect

energetically direct circulation (such as the land surface; Broström et al., 1998).

D’Agostino et al. (2019, 2020) used this theory to explain the difference in response

of simulated monsoons to orbital forcing in the midHolocene experiment and to the

global warming induced by greenhouse gases in a future scenario, which suggested

that the dynamic component drive the monsoon change in response to orbital forc-

ing during the mid-Holocene while thermodynamic component drive the monsoon

change in response to atmospheric greenhouse gases increase.
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1.1.2 Global monsoon domain

In the last few decades, traditional regional monsoons have begun being viewed as

subsystems within a global monsoon system. The global monsoon can be defined

as the dominant mode of the annual variation of tropical and subtropical precipita-

tion and circulation (Wang and Ding, 2008), which is consistent with the dynamical

theory. Wang and Ding (2008) and Wang et al. (2014b) gave two criteria based on

precipitation to delineate monsoon domains: (a) the local annual range of precip-

itation rate (summer - winter) exceeds 2 mm d−1, and (b) the local summer mean

precipitation exceeds 55% of the annual mean precipitation. The local summer sea-

son is defined as May-to-September (MJJAS) in the Northern Hemisphere (NH)

and November-to-March (NDJFM) in the Southern Hemisphere (SH), and the local

winter season as NDJFM in the NH and MJJAS in the SH. Figure 1.2 shows the ob-

served global monsoon domain from the Global Precipitation Climatology Project

(GPCP) observational dataset between 1971 and 2000 (Adler et al., 2003) following

these two criteria. The decision on the definition of global monsoon and the choice

of fixed 5-month window follows the PAGES Working group “Global Monsoon and

Low-Latitude Processes: Evolution and Variability” founded in 2007 (Wang et al.,

2014b, 2017).

The global monsoon domain covers the traditional major regional monsoons and

also incorporates substantial oceanic regions. Affected by local physics, each sub-

system (i.e. regional monsoon) has its own features. IPCC AR5 (Christensen et al.,

2013) identified seven regional land monsoons (Table 1.1), which was followed

by Brierley et al. (2020) and Otto-Bliesner et al. (2021) to compute characteris-

tics of regional monsoons. IPCC AR6 defines regional monsoons differently from

the AR5, because though some regional monsoons in the AR5 identified via the

global metric, their seasonality in precipitation is not necessarily of monsoon origin

(IPCC, 2021b). IPCC AR6 defines six land monsoons and two domains (Table 1.1

IPCC, 2021b), based on published literature, expert judgement and climatological

properties of individual regional monsoons.
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Figure 1.2: Observed (black contour) global monsoon domain following the definition
in Wang and Ding (2008) and Wang et al. (2014b). The precipitation data
uses the Global Precipitation climatology Project (GPCP) observational dataset
between 1971 and 2000 (Adler et al., 2003). Light brown shading shows the
major land-based regional monsoons, and light blue represents monsoons over
ocean.

Table 1.1: Regional land monsoons and domains identified in IPCC AR5 (Christensen
et al., 2013) and AR6 (Douville et al.,2021) and their abbreviations. IPCC AR5
identified seven regional land monsoons. AR6 now has six regional land mon-
soons and two domains.

Regional land monsoons IPCC AR5 IPCC AR6
Christensen et al. (2013)

South and Southeast Asian Monsoon SAS SAsiaM
East Asian Monsoon EAS EAsiaM

West African Monsoon+ NAF WAfriM
North American Monsoon∗ NAMS NAmerM

Equatorial American Domain∗ / EqAmer
South American Monsoon SAMS SAmerM

Australian and Maritime Continent Monsoon AUSMC AusMCM
South African Monsoon< SAF /
South African Domain< / SAfri

+West African Monsoon was called North African Monsoon in IPCC AR5.
∗ NAMS in AR5 is equivalent to EqAmer in AR6, instead of NmerM which is
located north of EqAmer.
< Monsoon SAF in AR5 is defined as a domain SAfri in AR6.

1.2 Climate forcings

Climate forcings are considered to come from outside of the climate system and

drive climate changes. This thesis investigates three forcings: orbital forings, atmo-

spheric CO2 and aerosols. Climate models consider them as external or boundary
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conditions.

1.2.1 Orbital forcing

Figure 1.3: Schematic diagram of the Earth’s orbital parameters: eccentricity, obliq-
uity and precession (axial and orbital).

According to Milankovitch cycles (Milankovitch, 1941), variations in the

Earth’s three orbital parameters (eccentricity, obliquity and precession consisting

of both axial precession and orbital precession) result in periodic variations in the

distribution of solar radiation reaching the Earth. The distribution of insolation (i.e.

incoming solar radiation received at the top of the atmosphere (TOA) can be calcu-

lated by eccentricity (e), obliquity (ε) and longitude of perihelion (ω) from vernal

equinox. Changes in orbits affects the seasonal and latitudinal distribution of the

insolation (Berger, 1978). Figure 1.3 shows a sketch of the Earth’s orbital parame-

ters and Figure 1.4 shows the time series of orbital variations in the past few million

years, focusing on 3.3 - 3.0 million years before present (hereafter referred to as

Ma; where present is defined as 1950 ) and 300 - 0 thousand years before present

(ka) that covers the three past warm periods in this thesis. Eccentricity, the shape

of the Earth’s orbit around the Sun, quantified as the deviation of the shape of the

orbit from the shape of a circle, varies between 0.00 and 0.06 with a cycle period

of 100 kyr and a longer quasi-periodicity at 400 kyr arising from the interactions

of Venus and Jupiter. Changes in eccentricity alter the distance between the Earth

and the Sun and therefore affecting the total incoming solar radiation but only by a
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Figure 1.4: Time series of orbital variations in the past few million years from Laskar
et al. (2004). The time series are shown over two separate 300,000 year long
segments. mPWP refers to the mid-Pliocene Warm Period around 3.3 - 3.0
Ma (blue shade), LIG to the Last Interglacial at 127 ka (orange line) and MH
to mid-Holocene at 6 ka (green line). In the PMIP4/PlioMIP2 (see Section
1.4.1.1), the mPWP was focused on KM5c centered on 3.205 Ma (blue line),
the warmest phase of marine isotope stage during the mPWP when the orbital
configuration was similar to present day (Haywood et al., 2013).

small amount. Though the distance change has limited effects on global and annual

mean insolation, it affects the modulation of seasonal and latitudinal distribution

of insolation induced by precession and obliquity. Obliquity is the axial tilt of the

Earth fluctuating between 22° and 24.5° with a cycle period of around 41 kyr. It

alters the incoming solar radiation gradient at TOA between low and high latitudes,

which generates the atmospheric circulation and the heat transport between the trop-

ics and the poles. Changes in obliquity affect seasonal contrasts by having opposite

effects on annual mean insolation in low and high latitudes but no effect on global

mean insolation. Axial precession is the continuous shift in the orientation of the

Earth’s rotating axis with a cycle period of around 26 kyr. Besides the rotation of

the Earth’s axis, the Earth’s entire orbit also rotates irregularly due to its interactions

with Saturn and Jupiter with a periodicity of 112 kyr, known as apsidal precession.
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The combination of the two precession components affects the seasonal cycle of

insolation with periodicity of about 23 kyr. Combining the eccentricity and axial

precession results in a cycle period of 19 kyr. The elliptical orbit rotates with a

cycle of 21k year cycle altering the seasons at which aphelion and perihelion oc-

cur. Longitude of perihelion is the longitude at which the perihelion would occur

if there is no inclination in the Earth’s orbit. This parameter is often subtracted by

180° (ω - 180 °) as observed from the Earth rather than the Sun. The position of

equinoxes and solstices relative to the perihelion show periodic shifts as the result of

the general precession of the equinoxes and the longitude of perihelion. Changes in

precession affect the seasons’ positions on the orbit and therefore affect the latitudi-

nal and seasonal distribution of insolation. These three orbital parameters together

control Earth’s incoming solar radiation. Orbital signals have been well recorded

in proxy data (Jouzel et al., 2007), and each individual orbital parameter has been

calculated (Laskar et al., 2004, 2011) with high degree of confidence.

1.2.2 Greenhouse gases (GHGs)

The greenhouse effect is “the infrared radiative effect of all infrared-absorbing con-

stituents in the atmosphere” (IPCC, 2021c, AVII-28). Greenhouse gases (GHGs) are

gases in the atmosphere that produce greenhouse effect by absorbing radiation from

the atmosphere and warming the surface. Major GHGs in the Earth’s atmosphere

include CO2, CH4, N2O and water vapour. Anthropogenic emission of GHGs is the

dominant forcing driving global warming since the preindustrial period. Unlike or-

bital forcing dominantly affecting seasonal variations, forcing induced by GHGs has

more effects on annual mean changes. The latest IPCC AR6 WG1 (IPCC, 2021d)

assesses that the anthropogenic GMST increase during 2010-2019 relative to 1850-

1900 is 1.07°C (0.8 - 1.3), in which CO2 contributed a warming around 0.6°C and

CH4 contributed to roughly 0.5°C. Climate models simulate polar amplification and

reduced E-W Pacific sea surface temperature (SST) gradients that mainly respond-

ing to radiative forcing induced by anthropogenic emissions (Forster et al., 2021).

At the end of 21st century, global and land monsoons will be likely to change asym-

metrically in response to the warming induced by GHGs by increasing more in the
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NH than in the SH and increasing over Asia and northern Africa while deceasing

over North America though the circulation will likely weaken (Lee et al., 2021).

The atmospheric concentration of GHGs varied in past periods (Figure 1.5). For

more recent palaeo periods, the concentrations of CO2, CH4 and N2O at have been

measured respectively from ice cores from Greenland and Antarctica (e.g. Louler-

gue et al., 2008; Monnin et al., 2004; Spahni et al., 2005).

Figure 1.5: GHGs concentrations records in the past. (a) CO2 record (3.3 - 2.4 Ma) from
Martı́nez-Botı́ et al. (2015), in which circles represent the minimum estimates
and squares represent the maximums. (b) Composite CO2 record from Bereiter
et al. (2015) and (c) CH4 from Loulergue et al. (2008) between 150 kyr BP and
1950 CE).

1.2.3 Aerosols

Aerosol is defined as a “suspension of airborne solid or liquid particles, with typical

diameters between a few nanometres and a few micrometres and atmospheric life-

times of up to several days in the troposphere and up to years in the stratosphere.”
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(IPCC, 2021c, AVII-2). In contrast to GHGs warming the climate, aerosols cool

the climate. Currently, human-induced aerosols contributed to a cooling of 0.0°C to

0.8°C between 2010-2019 relative to 1850-1900 (IPCC, 2021d). Most scenarios for

future projections in the IPCC AR6 have a decrease in the anthropogenic aerosol

forcing, which will contribute to a increase in global mean annual surface tempera-

ture and precipitation (Lee et al., 2021).

Aerosols play an important role in climate system through direct effects through

aerosol-radiation interactions (ari) and indirect effects through aerosol-cloud inter-

actions (aci). Perturbed aerosols directly affect radiation, known as direct aerosol

forcing when the environment remaining unaffected, and have rapid adjustments in-

cluding changes in cloud (known as semi-direct aerosol effect; Hansen et al., 1997).

The aerosol-cloud interactions affect the microphysical properties and evolution of

clouds through cloud albedo effects (Twomey, 1977) that increase albedo and cloud

optical depth by having a greater number of smaller droplets and cloud lifetime

effect (Albrecht, 1989) that increase cloud lifetime by having reduced terminal ve-

locity and less likely to coalesce due to reduced droplet size. Large numbers of

studies have been undertaken to investigate aerosol-cloud interactions through ob-

servations from both in situ (e.g. Wood et al., 2011), remote sensing (e.g. Cheng

et al., 2017), and model simulations (e.g. Reed et al., 2019). They show that clouds

and precipitation respond to aerosols in a very complex way. For instance, smoke

from vegetation burning could reduce cloud droplet size and delay precipitation

(Andreae, 2004), while desert dust could suppress precipitation in thin low-latitude

clouds (Rosenfeld et al., 2001). Because of the complexity (source, composition and

dispersion etc.), aerosols and their interactions with clouds contribute to the largest

uncertainties in understanding aerosol impacts on climate and in climate modelling

(Boucher et al., 2013).

1.3 Climate modelling

Climate models are tools to investigate how the climate system would response

to various climate forcings, and project future climate change in different sce-
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Figure 1.6: Schematic diagram illustrating the PMIP4-CMIP6 experiments and their
relationship to CMIP6 and PMIP4, according to Kageyama et al. (2018).
Adapted from Zhao et al. (2022) that has been published on the Geoscientific
Model Development.)

narios. They represent the climate system through numerical equations based on

the physical, chemical and biological properties of the system’s components, their

interactions and feedbacks, and other known properties. These models work by

numerically solving the physical laws and processes in the Earth’s system. Any

important process at a scale smaller than the model’s resolution must be parame-

terised. In an atmospheric component, cloud macrophysics and microphysics and

radiative transfer in sub grid scale is parameterised. Depending on research aims,

models range from simple energy balance models that only consider energy budget

in zero dimension to complex Earth System Models (see below). A general circula-

tion model (GCM) is one type of complex climate model that provide a numerical

solution to Navier-Stokes equations (fluid dynamics) with assumptions. An atmo-

spheric general circulation model (AGCM) simulates the atmosphere dynamically

by balancing the large-scale momentum, heat and moisture in the atmosphere with

schemes of approximation of small-scale processes like precipitation, cloud for-

mation and the heat exchange between the atmosphere and the surface of land and
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sea. Coupled atmosphere-ocean general circulation models (AOGCMs) include

dynamical physical and chemical processes in the atmosphere, ocean, land and sea

ice, and couple them together to represent climate system. A current state-of-art

model is an Earth System Model (ESM), expanded on AOGCMs that additionally

include representation of biogeochemical cycles and maybe additional components

(dynamic vegetation and atmospheric chemistry etc.).

1.3.1 CMIP

Organised by the World Climate Research Programme’s (WCRP) Working Group

on Coupled Modelling (WGCM) under the auspices of the Climate Variability and

Predictability (CLIVAR) project, the CMIP (Meehl et al., 1997), begun in 1996,

assesses how the ”state-of-the-art” coupled GCMs perform experiments. CMIP has

become a major international multi-model research activity and developed over five

phases (CMIP1 and CMIP2 Meehl et al. (1997, 2000); CMIP3, Meehl et al. (2007);

CMIP5, Taylor et al. (2012); and CMIP6, Eyring et al. (2016)) that contribute to the

IPCCs (CMIP3 to AR4 (IPCC, 2007); CMIP5 to AR5 (IPCC, 2013); and CMIP6 to

AR6 (IPCC, 2021)). The latest CMIP6 (Figure 1.6) was designed to address three

key scientific questions (Eyring et al., 2016):

• “How does the Earth system respond to forcing?”

• “What are the origins and consequences of systematic model biases?”

• “How can we assess future climate changes given internal climate variability,

predictability, and uncertainties in scenarios?”

CMIP6 outputs have been gradually uploaded onto the Earth System Grid Federa-

tion (ESGF; Balaji et al., 2018) in a standardized format (Juckes et al., 2020). See

Section 2.2 in Chapter 2 for details.

1.3.1.1 DECK experiments in the CMIP6

The Diagnostic, Evaluation and Characterization of Klima (DECK; Eyring et al.,

2016) include four baseline experiments: amip, a historical Atmospheric Model
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Intercomparison Project simulation; piControl, a pre-industrial control simulation;

abrupt-4xCO2, a simulation forced by an abrupt quadrupling of CO2; and 1pctCO2,

a simulation forced by a compound CO2 increase of 1 percent per year. Detailed

description and major purposes of the DECK can be found in Eyring et al. (2016).

The DECK combined with the CMIP historical experiment serve as the entry cards

for model groups to participate in the CMIP phases, and they provide the standards

to establish model characteristics (Eyring et al., 2016). In this thesis, I use the

DECK piControl simulations from the PMIP4-CMIP6 ensemble (see Section 2.1

and Appendix A for model descriptions). The protocol for DECK piControl and

the biases in the piControl simulations as compared to observations are described

separately in Section 2.3 and part of Section 6.3.

1.3.2 Equilibrium climate sensitivity

Climate sensitivity is the response in surface temperature to changes in atmospheric

CO2 concentration or other forcings; IPCC AR6 (IPCC, 2021c) clarifies the def-

initions in climate sensitivity: Transient climate response (TCR) is the instant

surface temperature response with atmospheric CO2 increases at a rate of 1% yr−1

from the pre-industrial level to the time of a doubling of the concentration; Equi-

librium climate sensitivity (ECS) is the equilibrium change in surface temperature

relative to pre-industrial in response to a doubling of CO2 relative to pre-industrial

level; Earth system sensitivity (ESS) is the equilibrium change in surface tempera-

ture response in the coupled atmosphere-ocean-cryosphere-vegetation-carbon cycle

system to a doubling of the a doubling of CO2 relative to pre-industrial level. The

substantial difference between ECS and ESS is that ESS allows ice sheets to adjust

to the external perturbation which contributes to a net positive feedback and causes

ESS being larger than ECS.

The very likely range of ECS estimated in the AR6 is 2.5-4.0°C based on multiple

lines of evidence (IPCC, 2021d), which is narrower than the estimation at 1.5-4.5°C

in AR5 (IPCC, 2013). Zelinka et al. (2020) summarised that there are 27 climate

models contributing to CMIP6 and estimate the ECS with a range of 1.8°C to 5.6°C,

in which 10 of the 27 models exhibit an ECS exceeding 4.5°C. CMIP6 models es-
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timate the ECS having a higher and wider range than CMIP5 models, as the 28

models provide the estimation of ECS within a range of 2.1°C to 4.7°C and only 2

models have an ECS higher than the upper limit of 4.5°C in AR5. Models and their

ECS are given in Section 2.1.

The response in global surface air temperature to perturbed energy imbalance is tra-

ditionally treated following a linear relationship as ∆N = ∆F + α∆T, where ∆N is

the changes in net energy flux at the top of the atmosphere (TOA); ∆F is the effec-

tive radiative forcing that perturbs the TOA net energy flux; α is the net feedback

parameter; and ∆T is the change in global surface air temperature. ECS can be es-

timated by ECS = -∆F2xco2/α . IPCC AR6 (IPCC, 2021c) gives the definition of an

emergent constraint as: ‘An attempt to reduce the uncertainty in climate projections,

using an ensemble of ESMs to relate a specific feedback or future change to an ob-

servation of the past or current climate (typically some trend, variability or change

in variability)’. Equilibrium change in palaeoclimate temperature could be used in

the emergent constraint by regressing it against the ECS from models, which will

get a relationship to translate a palaeoclimate change to ECS. Though with large

uncertainties in both palaeoforcing and temperature reconstruction, estimating cli-

mate sensitivity from palaeodata benefits from estimating the ECS from archival

observations rather than from models; having larger forcings than the instrumental

periods as the magnitude is similar or even stronger than a doubling of CO2; and

having nearly equilibrium response as the forcing changed slowing in past (Forster

et al., 2021). Currently, only the Last Glacial Maximum (LGM) cooling and the

mPWP warming have been used in estimating ECS (Renoult et al., 2020).

1.4 Modelling palaeoclimates

Climate in the past (known as palaeoclimate) was different from the present, and

so provides an out-of-sample test. Palaeoclimate modelling provides a chance to

test the performance of models that are used to project future climate changes, to

study the roles of forcings and their feedbacks that establish the palaeoclimate, and

to assess whether the relationship between the palaeo-proxy and palaeo-variable is
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correct.

1.4.1 PMIP

The PMIP (Joussaume and Taylor, 1995) is one of the CMIP endorsed projects

since its beginning in 1990. The aim of PMIP is to analyse how climate responds

to past forcings and their major feedbacks, and to assess how credible the climate

models can be used to project future climate. The mid-Holocene (hereafter referred

to as MH) at 6 ka and the Last Glacial Maximum (LGM) at 21 ka were identified in

the first phase of PMIP (PMIP1), with strong contrasting climate states and being

able to compare reconstructed data and model simulations from AGCMs (Jous-

saume et al., 1999; Braconnot et al., 2000). These two periods have been the entry

cards in the following phases of PMIP. PMIP has been improved in the subsequent

generations, with the introduction of coupled AOGCMs and ocean-atmosphere-

vegetation GCMs (OAVGCMs) in PMIP2 (Harrison et al., 2002; Braconnot et al.,

2007) and the palaeoclimate simulations being produced by the same models and

applied same configurations as the transient 20th century and future simulations in

PMIP3 (Braconnot et al., 2011, equivalent to CMIP5), which provided consistency

between experiments. In addition to the MH and LGM, PMIP3-CMIP5 also in-

cluded the Last Millennium between 850 and 1850 CE (past1000).

1.4.1.1 PMIP4

The latest phase of PMIP is PMIP4 (Kageyama et al., 2018, see Figure 1.6), which

is equivalent to the CMIP6. In addition to the MH, LGM and past1000 in PMIP3,

PMIP4 firstly include for the Last Interglacial (LIG) at 127 ka and the mid-Pliocene

Warm Period (mPWP) around 3.3 - 3.0 Ma. PMIP4-CMIP6 experiments now

include five periods, which from the most recent to the past are the past1000

(past1000; Jungclaus et al., 2017), the MH (midHolocene; Otto-Bliesner et al.,

2017a), the LGM (lgm; Kageyama et al., 2017), the LIG (lig127k; Otto-Bliesner

et al., 2017a) and the mPWP (midPliocene-eoi400; an experiment which also forms
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part of PlioMIP2 as described in Haywood et al. (2016b)). The midHolocene and

lig127k experiments were designed to examine the response in the climate system

to orbital forcings different from present (Otto-Bliesner et al., 2017a). Chapter 3

focuses on analysing the monsoonal changes in the midHolocene simulations as

compared to the DECK piControl simulations, and Chapter 4 on the lig127k simu-

lations. The midPliocene-eoi400 experiment was designed to evaluate the response

in climate system to a long-term CO2 forcing similar to modern level (Haywood

et al., 2016b). Chapter 5 provides analysis of the midPliocene-eoi400 simulations.

1.5 Evaluation of climate model simulations: data-

model comparison
Reconstructions and climate models are two contrasting but complementary sources

that provide information for climates in the past. Reconstruction develops the pro-

file of past climate and can be used for model evaluation and constraint, while

climate models are tools to explore the mechanisms and drivers behind past cli-

mate change. Data–model comparison in palaeoclimate studies is useful to assess

model performance in reproducing palaeoclimate features (e.g. Braconnot et al.,

2012; Harrison et al., 2015).

Reconstruction is an approach to derive the spatial and temporal characteristics of

a climate variable in the past from proxy data. A palaeoclimate archive (including

ice cores, lake sediments, speleothems, marine sediments, tree rings) preserves ev-

idence of climate change during past periods. A proxy (such as pollen and stable

isotopes), contained within archives, is a record interpreted to represent a combina-

tion of some climate-related variations in the past by using physical and biophysical

principles.

Proxies themselves do not directly show climate variables. Based on the modern re-

lationships between climate properties (e.g. temperature, ice extent and vegetation)

and biogeography or the relationship between the variable and proxy obtained in

lab work, proxies are treated to reconstruct the climate when they formed through

various techniques. A proxy can also be calibrated by comparing to another cali-
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brated proxy (von Gunten et al., 2012). The process of turning a proxy record to

a climate variable is called “calibration”. Each different kind of proxy has its own

way to be calibrated based on different principles (see the following subsections for

examples).

Dating methods are used to determine chronologies, which give either the absolute

age or relative age of archives and proxies. Estimating age methods (e.g. radiomet-

ric dating based on the rate of atomic decay like 14C) directly provide estimations

on age. Relative age methods (e.g. palaeomagnetic method based on the reversals

of the Earth’s magnetic field in the past and marine isotope stages based the cycle

of oxygen isotope ratio) provide relative order of age of stratigraphic units. Equiva-

lent age methods set up age-equivalence when separate sedimentary sequences have

contemporaneous layers.

1.5.1 Ice cores for air temperature, precipitation and atmo-

spheric composition

Continuous snow accumulation in the past, particularly in polar regions in Green-

land and Antarctica, forms ice caps and ice sheets that contain large amount of

information about past atmospheric conditions. For examples, ice’s deuterium con-

tent (δ Dice) and oxygen isotopic ratio (δ 18Oice) can be used to reconstruct local

temperature change (e.g. Jouzel et al., 2007). Entrapped air in the ice allows the

measurement of atmospheric concentration of CO2 (e.g. Bereiter et al., 2015) and

CH4 (e.g. Loulergue et al., 2008). Dust records contain the information of desert

aerosols and the sodium concentration implies marine aerosols (e.g. Petit et al.,

1990).

1.5.2 Marine sediment cores for sea surface temperature

Since 1968, deep sediment cores have been collected by the Deep Sea Drilling

Project (DSDP), the Ocean Drilling Program (ODP) and the International Ocean

Discovery Program (IODP) from different oceanic sites. Local palaeoSSTs are re-

constructed from proxies in these cores. SSTs from marine sediments are com-

monly reconstructed by applying alkenone unsaturation index (UK′
37) from phyto-
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plankton algae which alters molecular composition of cell membranes in response

to changes in water temperature by increasing the unsaturated alkenone produc-

tion when temperature decreases (Brassell et al., 1986; Prahl and Wakeham, 1987).

Mg/Ca rations from planktonic foraminifera (Mg/Ca; Barker et al., 2005) are also

used to reconstruct temperature as the usage of Mg2+ or Ca2+ during the process of

forming biogenic calcium carbonate is temperature dependent. Reconstructing tem-

perature via tetraethers consisting of 86 carbon atoms (TEX86) (Kim et al., 2008)

is based on the relative number of cyclopentane rings in the liquid extracts. δ 18O

records (e.g. Lisiecki and Raymo, 2005) from the benthic and planktic species pre-

cipitated in setiment cores are also used to reconstructed SST (e.g. Rostek et al.,

1993).

1.5.3 Pollen records for air temperature and precipitation

The principle behind pollen-based reconstruction is that a taxon has its own biocli-

matic limits. For a plant species, its geographic distribution can be estimated by an

‘envelope’ representing conterminous regions in climate space predominatly related

to the seasonality of temperature and the availability of water supply (e.g. Wood-

ward, 1987). Distributions of taxa overlap and constrain the climate space. Pollen-

based reconstruction is based on the principle that knowledge of the past vegetation

can be used to reconstruct the climate when they formed, based on their modern bio-

climatic limits. For expamle, pollen records are converted into biome via the plant

functional types (PFTs) method developed by Prentice et al. (1996). Pollen taxa

are assigned into one or more PFTs according to the known biology of the species

it includes. Affinity scores or each biome are calculated based on the characteris-

tic PFTs it consist of. Pollen records are assigned into the biome with the highest

affinity (Prentice et al., 1996). This method reduce the need for specific modern

analogue. Biological variables are translated into climatic variables based on the

bioclimatic limits of the PFTs. (Peyron et al., 1998) used artificial neural network

technique to calibrate the pollen-based reconstructed climatic variables. Artificial

neural network uses the PFTs as the inputs and outputs the bioclimatic variables at

the pollen sites. The bioclimatic variables are transferred to climatic variables by
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comparing the bioclimatic variables with the acutal climatic variables to obtain the

relationship. To provide greater confidence in the reconstructed changes, a multi-

method approach is applied to assess the combined uncertainties of reconstruction

and age models on a set of reference pollen records (Bartlein et al., 2011; Brewer

et al., 2008).

1.5.4 Reconstructing monsoon climate

The first synthesis paper of the PAGES Global Monsoon Wroking Group (Wang

et al., 2014b) summarised the proxy data used to show global and regional mon-

soons, which is shown here in Figure 1.7. If viewing the global monsoon system

as a whole, Wang et al. (2014b) suggested that atmospheric CH4 and δ 18Oatm

from ice core air bubbles and marine δ 13C from deep sea sediments could reflect

global monsoon intensity across time scales. There are two major types of proxies

that have been used to reconstruct palaeomonsoon climate, those ones according to

wind strength and the other according to precipitation. Wind-based proxies have

long been used to determine the direction, persistence and/or strength of regional

monsoon winds, in which aeolian dust (Sarnthein et al., 1981) and monsoon wind-

driven upwelling indicators, e.g. Globigeria bulloides (Kroon and Ganssen, 1989),

in marine sediments are commonly used. Dust from the Loess Plateau in China

record the history of East Asian monsoon (e.g. An et al., 2001) by using particle

size to estimate wind strength.

As the global monsoon system are more viewed as a hydrological process based on

its concept, precipitation-based proxies are more useful to give the information of

monsoon precipitation across time scales. Speleothem oxygen isotope records have

drawn large attention in the last two decades being used to reconstruct local sum-

mer monsoon, because of its high resolution (annual) and precise dating from 230Th

(e.g. Cheng et al., 2012). δ 18O is commonly used to reconstruct rainfall amount or

variability, as the spatial and temporal variation of δ 18O stored in cores reflects the

climatic situation of original evaporation (tropical ocean) and subsequent conden-

sation during the time the core formed. For example, δ 18O from Hulu Cave (Wang

et al., 2001; Yuan et al., 2004) and Sanbao Cave (Cheng et al., 2009) in China
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shows the changes in East Asian Monsoon. According to the concept of monsoon

and the definition of global monsoon, the local summer precipitation in monsoon

regions dominates local annual precipitation, which means that local annual mean

precipitation could reflect monsoon strength. Therefore, reconstructed annual mean

precipitation anomalies could be used to indicate changes in monsoon strength. In

the following chapters, reconstructed annual mean precipitation anomalies are used

in data-model comparison sections to evaluate how well the models can simulate

monsoons in the past.

Figure 1.7: Proxies used in reconstructing palaeomonsoon climate (Wang et al.,
2014b)).

1.5.5 Challenges in data-model comparison

Evaluating model performance by comparing its results to palaeodata has some

important limitations from the insufficient quality of “data” considering variable,

dating and spatial coverage. Each reconstruction approach has its own strength

and weakness. The assumptions and methodology applied raises uncertainties or

bias during reconstruction. Combining multiple proxies (i.e. compilation) re-

duces uncertainties and provides greater confidence in the reconstructed climate

(e.g. Bartlein et al., 2011), but notably it can’t entirely eliminate the uncertainties.
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The “weight” of dating in uncertainties in climate reconstruction becomes impor-

tant in mPWP, as it is difficult to determine accurate and precise chronology in deep

time. When reconstructing MH and/or LIG climate, proxies are relatively abun-

dant and dating is more accurate. Uncertainties in dating are less important in these

two periods’ data-model comparison. The coverage of proxy data also limits the

comparison. The most recent period in this work, the MH, has relative abundant

available proxies than the other two periods, but the coverage of MH reconstruc-

tions is still sparse or even missing in some regions with major gaps in tropical

regions and in the SH (see Chapter 3). For the mPWP, the proxies are only available

over the oceans with sparse coverage (Chapter 5). Challenges from the model side

and in data-model comparison in this work are discussed in Chapter 6.

1.6 MH, LIG and mPWP climate and past findings

on monsoon change

1.6.1 mid-Holocene

The Holocene is the current interglacial period starting from 11.7 thousand ago

(Walker et al., 2009), during which the climate was dominantly affected by changes

in orbital forcing and greenhouse gases (GHGs). Reconstructions suggest that

global mean surface temperature (GMST) showed a rising trend in the early

Holocene, reached its maximum around 7 ka and then followed by a gradual

cooling from mid to late Holocene (Marcott et al., 2013; Kaufman et al., 2020a).

The cooling is opposite to the warming simulated by models in response to the ice

sheets retreat and GHGs increase. Liu et al. (2014) explain that this temperature

conundrum was likely caused by the biases in both the seasonality of the proxy

reconstruction and the climate sensitivity of current climate models. The MH,

about 6 ka, is of great interest of the scientific community by having relatively

simple changes in forcing compared to present, because the continental topography,

land–sea mask and oceanic bathymetry during the period were similar to their mod-

ern conditions. Palaeoevidence shows that the aerosols during the mid-Holocene

were less than pre-industrial (e.g. Albani et al., 2015). Ice sheets retreated rapidly
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though early Holocene and reached their modern condition before 6 ka except in a

few places (Carlson and Winsor, 2012). Both proxy data (e.g. Bartlein et al., 2011)

and simulations from climate models (Braconnot et al., 2000, 2007) suggest that the

surface temperature at the mid-Holocene had stronger seasonality overall showing

warmer boreal summer and cooler boreal winter in the Northern Hemisphere (NH)

with relatively stronger changes occurring over land than over sea and over high

latitudes than over mid to low latitudes as compared to the pre-industrial. The

mean annual precipitation during the mid-Holocene was generally increased over

the continents in the NH than today, with more increase in the high latitudes while

less increase in the low latitudes (Harrison et al., 2015).

Earlier studies have investigated monsoon changes during the mid-Holocene

through reconstructions and model simulations (e.g. Haug et al., 2001; Zhao and

Harrison, 2012; Liu et al., 2004). Braconnot et al. (2002), Zhao and Harrison (2012)

and Liu et al. (2004) provide analysis of simulated monsoon features at the mid-

Holocene from PMIP ensembles and conclude that the increased summer insolation

enhanced the summer monsoons in the NH with increased monsoon rain rate in

western North America, northern Africa and eastern Asia. The SH had an opposite

change as the reduced austral summer insolation weakened the summer monsoons

with reduced monsoon rain rate in northern South America, southern Africa and

northern Australia. Liu et al. (2004) and Zhao and Harrison (2012) suggest that

ocean feedbacks amplify the increase in monsoons in the NH while reducing the

decrease in monsoons in the SH at the mid-Holocene. Model simulations tend to

underestimate the magnitude of changes in monsoonal precipitation and regions as

compared to proxy data (Braconnot et al., 2007, 2012; Harrison et al., 2014, 2015).

The example of this is the failure to reproduce the amplification of the north African

monsoon (Perez-Sanz et al., 2014). More findings on regional monsoons are given

in Section 3.3.3.2 in Chapter 3.

1.6.2 Last Interglacial

LIG, 129 to 116 thousand years before 1950CE), corresponding to Marine Isotope

Stage 5e (MIS 5e), was characterised by seasonal cycles in insolation in the North-
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ern Hemisphere (NH) stronger than that during the mid-Holocene. This interval was

a warm climate state with strong polar warming in the NH and smaller ice sheets

that contributed to higher sea level than today (Masson-Delmotte et al., 2013). The

continental topography, land–sea mask and oceanic bathymetry during the period

are considered similar to their modern conditions (Otto-Bliesner et al., 2017a). The

reduction in ice sheets contributed to a rise in sea level of at least 5 m but not ex-

ceeding 10 m, with a best estimate at 6 m (Fox-Kemper et al., 2021). LIG has been

recognised as an appropriate period to study interactions between climate and ice

sheet in warm climate states. Capron et al. (2017) chose the interval of 127 ka as the

most appropriate time interval to investigate the effects of a stronger orbital forc-

ing on LIG climate as compared to the preindustrial when GHGs were similar or

slightly lower than present day.

The amount of past studies on LIG monsoon changes is relatively less than the MH

period. δ 18O records from stalagmites have shown enhanced Asian (e.g. Yuan et al.,

2004) and African (e.g. Amies et al., 2019) monsoons. Scussolini et al. (2019) pro-

vides a near-global database of proxies for LIG precipitation and compared model

simulations to this database. Their results show enhanced LIG monsoon in the NH

and weakened monsoon in the SH. Notably, a recent multiproxy study (Wang et al.,

2022b) found a weakened South Asian monsoon during the LIG due to higher In-

dian Ocean SST, which disagrees with the enhancement suggested by models.

1.6.3 mid-Pliocene Warm Period

The Pliocene Epoch spans from 5.33 to 2.58 million years ago (Ma). It was the most

recent time in Earth’s history when atmospheric CO2 concentration exceeded 400

ppmv (Bartoli et al., 2011), and Pliocene topography was nearly the same as mod-

ern condition. The mPWP, also referred to as the mid-Piacenzian warm period in

some studies, is a period roughly 3.3-3.0 Ma (defined as 3.29-2.97 Ma from Dowsett

et al. (1999) or 3.26-3.03 Ma from Haywood et al. (2016a)) when the orbital con-

figuration was similar to present. This period is recognised as the last period witih

quasi-equilibrium warm climate before Pleistocene when climate had nearly fully

responded to the high atmospheric CO2 concentration (e.g. Haywood et al., 2010).
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Under the RCP4.5 scenario, climate reaches equilibrium around the 2040s that is

roughly equivalent to stabilizing at Pliocene-like climates. Understanding the envi-

ronmental process in the mPWP provides a chance to understand how the climate

system would respond to a perturbation in its radiative forcing, and evaluate the

impacts of climate change caused by emissions (e.g. Haywood et al., 2016b; Pa-

gani et al., 2010). The first study reconstructing regional Pliocene climate was

conducted by Zubakov and Borzenkova (1988) based on more than 20 sequences

from terrestrial and marine cores. They pointed out that the Pliocene Optimum

could be a future analogue; with high CO2 concentration and climate showing 100-

300 kyr cycles with a 4-5 °C amplitude. In the early Pliocene, SST reconstruction

shows tropical Pacific warm pool pattern via reduced temperature gradient between

western equatorial Pacific (WEP) and eastern equatorial Pacific (EEP) SSTs (Wara,

2005; Dowsett, 2007; Zhang et al., 2014; O’Brien et al., 2014). The Pliocene cli-

mate was characterized by reduced temperature gradients (Haywood et al., 2013,

2020; Dowsett et al., 2013; Foley and Dowsett, 2019) from equator to pole e.g.(e.g.

Dowsett and Poore, 1991) and from western to eastern Pacific Ocean (e.g. Wara,

2005). The latest PlioMIP2 simulates a warming of 3.2°C (2.1 to 4.8°C) compared

to the pre-industrial control runs (Haywood et al., 2020). Based on the estimation

of global sea surface temperature (GSST) and the relationship between changes

in global mean surface temperature (GMST), proxy data suggested a warming in

GMST of 2.5 - 4.0°C during the mPWP than 1850-1900 CE (Gulev et al., 2021).

The studies of mPWP monsoon change based on data were mainly focused on

Asian monsoon due to the rare available geological evidence. Records suggest a

wetter East Asian monsoon during the mPWP (e.g. Xiong et al., 2010; Nie et al.,

2014). Li et al. (2018) analysed mPWP monsoon change at global scale by using the

PlioMIP1 simulations and compared the results to the reconstructions that could po-

tentially reflect mPWP monsoon change directly or indirectly. Their findings show

that mPWP monsoon was generally enhanced, consistent with the reconstructions

(Li et al., 2018).
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1.7 Relationship to the PMIP4-CMIP6 publications,

research question and outline
The primary description and analysis on the PMIP4-CMIP6 outputs have been pub-

lished in the last two years (Otto-Bliesner et al., 2021; Brierley et al., 2020; Hay-

wood et al., 2020; Kageyama et al., 2021). Their results have contributed to the

assessment in IPCC AR6 (Gulev et al., 2021; Eyring et al., 2021; Forster et al.,

2021; Douville et al., 2021). Part of the results written up in this thesis overlap with

Brierley et al. (2020) and Otto-Bliesner et al. (2021). The analysis processes, com-

bining contributions from several co-authors, have been published in Geoscientific

Model Development as Zhao et al. (2022) under the title ‘Analyzing the PMIP4-

CMIP6 collection: a workflow and tool (pmip p2fvar analyzer v1)’. The usage of

simulations and data in this work and the decisions made in analysis are the same

as or similar to the papers. Similarity and difference between the publications and

this thesis are given in the following chapters.

The PMIP4-CMIP6 midHolocene and lig127k analysis in Chapter 3 and Chapter 4

is subsequent to Brierley et al. (2020) and Otto-Bliesner et al. (2021), respectively.

Chapter 5 uses four midPliocene-eoi400 simulations that participated in (Haywood

et al., 2020) with the reason given in Chapter 2 and 5. The major aim of this thesis

is to answer the following two questions:

• 1. How well could the PMIP4 simulations be able to produce the climate

patterns, focused on monsoon, in the MH, LIG and mPWP?

• 2. How does the global monsoon system respond to various forcings in

the past warm periods outside the range of current limits? Forcings in-

clude the orbital focings in the midHolocene and lig127k simulations and the

high atmospheric CO2 concentration and mPWP boundary conditions in the

midPliocene-eoi400 simulations.

1.7.1 Outline of this thesis

To answer these questions this work is structured as follows:

Chapter 2 describes the methodology used in Chapters 3 to 6. This chapter intro-
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duces the models that have completed the simulations; presents the design of the

piControl simulations and their bias; describes the general computing method for

the analysis in this work; and explains the decision on calendar adjustment and the

definition of monsoon domain.

Chapter 3 introduces the mid-Holocene climate, describes the protocol of the mid-

Holocene experiment, and provides an analysis of the PMIP4-CMIP6 midHolocene

simulations (including temperature, precipitation and monsoon response) aiming to

answer: 1) Do PMIP4 models simulate the MH better than PMIP3 models? 2) If

a model has a later version contributed to PMIP4, does it preform better than its

earlier version contributed to PMIP3?

Chapter 4 provides an analysis of the PMIP4-CMIP6 lig127k simulations. This

chapter has a similar analysing process as Chapter 3, but trying to deal with: 1)

Does equilibrium climate sensitivity (ECS) relate to the quality of model’s LIG

simulation? 2) Do models with dynamic vegetation perform better?

Chapter 5 analyses the performance of the PlioMIP2 midPliocene-eoi400 simu-

lations and compares them with if the PlioMIP1 results. Two idealised aerosol

experiments are introduced to investigate the potential for aerosols to affect simu-

lating mPWP climate response, raising the potential importance of uncertainty in

experimental setup in PlioMIP2.

Chapter 6 discusses the features across chapters. Discussion includes the response

to different orbital forcing and different type of forcing. Source of uncertainty caus-

ing model-data mismatch and their contribution during different periods are dis-

cussed as well. Limitations of the work and suggestions for future works are also

given in this chapter.

Chapter 7 gives a conclusion to the findings in this research.



Chapter 2

Methodology

This chapter provides the technical information used in the following Chapters 3

to 6. The contents of this chapter, combined with contributions from co-authors,

has been published on Geoscientific Model Development as Zhao et al. (2022)

under the title ‘Analyzing the PMIP4-CMIP6 collection: a workflow and tool

(pmip p2fvar analyzer v1)’. Here I will describe the steps taken in order from

downloading files to producing the ensemble analysis, as well as the decisions made

through the processes. Figure 2.1 shows a sketch of the workflow. At the beginning,

I provide an overview of models participating in the CMIP5 and CMIP6 (Section

2.1), whose simulations were downloaded from the Earth System Grid Federation

(Section 2.2). Section 2.3 describes the protocol of the CMIP6 DECK piControl,

used as the control simulations to compute changes in variables, and presents the

bias in these simulations. Ideas and effects of calendar adjustment are discussed

in Section 2.4. After the adjustment, Section 2.5 describes how to post-process the

PMIP4 outputs. Both normal and calendar-adjusted data files are post-processed

via the Climate Variability Diagnostics Package (CVDP) to obtain major modes of

international climate variability (2.5.1). These CVDP outputs are used as inputs

in ensemble analysis (2.5.2) and monsoon analysis (2.5.3). Section 2.6 introduces

the method applied to data-model comparison. The last section (2.7) gives a short

summary of this chapter.
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Figure 2.1: Schematic diagram illustrating the analysing processes of the PMIP4-
CMIP6 ensemble.

2.1 Model ensembles
Following the description of climate model in Chapter 1 Section 1.3, the complex-

ity of GCMs has increased from only representing dynamic atmospheric physics in

mid 1970s to coupling dynamic changes in major components (atmosphere, land

surface, ocean, sea ice and ice sheets (i.e. cryosphere) and biogeochemical pro-

cesses) with better knowledge of climate systems and developments in computing

availability. Improvements in models include better descriptions of physical pro-

cess, improved model resolution and adjusted or tuned model parameters that pro-

vide a stable model climate after assembling the components. The CMIP5 models

are AOGCMs and ESMs with improvements since CMIP3 contributing to IPCC

AR4 (Flato et al., 2013), and the CMIP6 models have further improvements since

the CMIP5 generation. Though with continuous improvements in model through
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generations, an individual model has its own bias and the uncertainty is difficult to

quantify. Ensemble modeling is a process that uses multiple models to predict an

outcome in order to increase the robustness of the prediction (see Section 2.5.2 for

choices and challenges).

In this section, I will provide an overview of models involved in the ensemble anal-

ysis in Chapters 3 to 6. Model descriptions are given in Appendix A. Chapter 3

presents PMIP4-CMIP6 midHolocene simulations completed by 16 models. A sim-

ilar number of models have performed the equivalent PMIP3-CMIP5 midHolocene

simulations, which will also be included in Chapter 3 for comparison between the

two phases of PMIP. Chapter 4 includes PMIP4-CMIP6 lig127k simulations com-

pleted by 17 models and Chapter 5 includes PlioMIP2 midPliocene-eoi400 simula-

tions completed by 4 models.

2.1.1 PMIP3-CMIP5 models

As briefly mentioned in Section 1.3.1, CMIP5 is the previous phase of CMIP and

contributed to the IPCC AR5 (IPCC, 2013). PMIP3 is the corresponding phase of

PMIP contributing to the palaeoclimate assessment in the IPCC AR5 (Christensen

et al., 2013; Flato et al., 2013). PMIP3-CMIP5 models (Table 2.1) here are de-

fined as the models that have participated in CMIP5 and completed midHolocene

simulations, and only the PMIP3-CMIP5 midHolocene analysis is included in this

thesis. The midHolocene experiment is one of endorsed CMIP5 experiment that

also included in PMIP3 (Braconnot et al., 2011). Some of them are the previous

generation of PMIP4-CMIP6 models. The involvement of the PMIP3-CMIP5 mid-

Holocene simulations helps to evaluate if there is improvements between PMIP

generations and between model generations. See Chapter 3 for more information

about the PMIP3 midHolocene experiment.

2.1.2 PMIP4-CMIP6 models

CMIP6 is the latest phase of CMIP and supports the IPCC AR6 and has recently

been released to public (IPCC, 2021a, see Sections 1.3.1 and 1.4.1 in Chapter 1

for more information). Since the publication of AR5 in 2013, model groups had
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Table 2.1: Models contributing to the midHolocene simulations under CMIP5. The effec-
tive climate sensitivity (ECS) is preferentially taken from Andrews et al. (2012).

Model Name ECS(K) Key reference
BCC-CSM1-1 3.1 Xin et al. (2013)

CCSM4 2.9 Gent et al. (2011)
CNRM-CM5 3.3 Voldoire et al. (2013)

CSIRO-MK3-6-0 4.1 Rotstayn et al. (2011)
CSIRO-MK3L-1-2 3.1 Phipps et al. (2012)

EC-Earth-2-2 4.2 Hazeleger et al. (2012)
FGOALS-G2 3.7 Li et al. (2013a)
FGOALS-S2 4.5 Bao et al. (2013)
GISS-E2-R 2.1 Schmidt et al. (2014b)

HadGEM2-CC 4.5 Collins et al. (2011)
HadGEM2-ES 4.6 Collins et al. (2011)

IPSL-CM5A-LR 4.1 Dufresne et al. (2013)
MIROC-ESM 4.7 Sueyoshi et al. (2013)
MPI-ESM-P 3.5 Giorgetta et al. (2013)

MRI-CGCM3 2.6 Yukimoto et al. (2012)

put large efforts into model development. Climate models have been improved to

their current versions participating in CMIP6. Table 2.2 lists the models that have

completed the simulations of PMIP4 experiments that I analyse in Chapters 3 to 6.

If a model has completed the DECK and historical simulations and uploaded to the

ESGF, it would be recognised as a CMIP6 model. The rationale for the choice of the

midHolocene and lig127k ensembles was whether the model had completed the sim-

ulations and been able to provide them before the two PMIP papers (Brierley et al.,

2020; Otto-Bliesner et al., 2021) were published, respectively. Notably, AWI-ESM-

2-1-LR has completed the PMIP4 lig127k experiment and and UofT-CCSM-4 has

completed the PMIP4 midHolocene, but they are not included in CMIP6. Their sim-

ulations are used here, because they were included in the analysis of Otto-Bliesner

et al. (2021) and Brierley et al. (2020), and I will not distinguish them as non-CMIP

models following the decision in these two papers. Hereafter all of these models

are referred to as PMIP4-CMIP6 models. AWI-ESM-1-1-LR, AWI-ESM-2-1-LR,

MPI-ESM1-2-LR and NESM3 include interactive vegetation. 10 of these models

have earlier versions that contributed to PMIP3-CMIP5 midHolocene emsemble, in

which 6 of them show higher ECS than their earlier versions of CMIP5 models. For
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Table 2.2: Models contributing to the midHolocene (MH), lig127k (LIG) and/or
midPliocene-eoi400 (mPWP) simulations under CMIP6.

Model ECS Ref Participation
(K) MH LIG mPWP

ACCESS-ESM1-5 3.9 Ziehn et al. (2020) Y
AWI-ESM-1-1-LR 3.6 Sidorenko et al. (2015) Y Y
AWI-ESM-2-1-LR∗ 3.6 Sidorenko et al. (2015) Y

CESM2+ 5.3 Gettelman et al. (2019) Y Y Y
CNRM-CM6-1 5.1 Craig et al. (2017) Y

EC-EARTH-3-3+ 4.3 Döscher et al. (2021) Y Y
FGOALS-f3-L+ 3 He et al. (2020) Y Y
FGOALS-g3+ 2.9 Li et al. (2020) Y Y
GISS-E2-1-G+ 2.7 Kelley et al. (2020) Y Y Y

HadGEM3-GC31-LL+ 5.4 Williams et al. (2018) Y Y
INM-CM4-8 2.1 Volodin et al. (2018) Y Y

IPSL-CM6A-LR+ 4.5 Boucher et al. (2020) Y Y Y
MIROC-ES2L+ 2.7 Hajima et al. (2020) Y Y

MPI-ESM1-2-LR+ 2.8 Mauritsen et al. (2019) Y Y
MRI-ESM2-0+ 3.1 Yukimoto et al. (2019) Y

NESM3 3.7 Cao et al. (2018) Y Y
NorESM1-F 2.3 Guo et al. (2019) Y Y Y

NorESM2-LM 2.5 Seland et al. (2020) Y Y
UofT-CCSM-4∗ 3.2 Chandan and Peltier (2017) Y

∗ Models that have completed PMIP4 protocols but do not participate in CMIP6.
+ Models that have earlier versions that contributed to PMIP3-CMIP5

midHolocene.

the midPliocene-eoi400 simulations used in Chapter 5, only 4 models had done that

and uploaded the simulation to the ESGF before I started writing my thesis.

2.2 Data availability
Each CMIP6 model was required to complete the DECK and historical simulations

(and endorsed MIPs simulations if available) and wrote the outputs to netCDF files

with one variable stored per file in standard format following the CMIP6 Data Re-

quest (DREQ; Juckes et al., 2020). Model groups have uploaded their files onto the

Earth System Grid Federation (ESGF; Balaji et al., 2018, available at https://esgf-

node.llnl.gov/search/cmip6/). Searching results on the ESGF can be restricted by

selecting appropriate search constraints (e.g. Variable, Experiment ID and Fre-

quency). PMIP4 monsoon changes in Chapters 3 to 6 are analysed by using monthly
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Table 2.3: List of constrains and variables that were downloaded from the ESGF.

Experiment ID piControl, midHolocene, lig127k and midPliocene-eoi400

Variant label r1i1p1f1

Table ID Amon
Long name
of variables Near-Surface Air Temperature Precipitation

Variable ID tas pr

Unit K kg m−2 s−1

Descrption near-surface (usually, 2 meter) at surface; includes both liquid
air temperature and solid phases from

all types of clouds (both
large-scale and convective)

near-surface air temperature and precipitation as initial inputs. Table 2.3 lists the

constraints and the relevant information of the two variables that were downloaded

from the ESGF. If not mentioned, all temperature analysis in this thesis is near-

surface air temperature. Data used in this thesis was acquired for the piControl

in the DECK and midHolocene, lig127k and midPliocene-eoi400 in the PMIP4 if

available. The variant ID of CMIP metadata is defined in a format of ‘r1i1p1f1’,

where r is realisation, i is initialisation, p is physics, f is forcing and each num-

ber is the index for the corresponding configuration. Only a single variant that

related to the design of PMIP4 Tier 1 experiments was selected for each experi-

ment. r1i1p1f1 was selected if the model has multiple runs in that experiment: only

r1i1p1f1 has been selected from the multiple FGOALS-g3 midHolocene runs; and

only the r1i1p1f1 variant has been selected from the IPSL-CM6A-LR midHolocene

which has four different forcings available (Braconnot et al., 2019b), as it related

to the protocol of the Tier 1 midHolocene. Simulations completed by AWI-ESM-

2-1-LR and UofT-CCSM4 have not been upload to ESGF, so the files were directly

asked and collected from the corresponding model groups.
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2.3 piControl simulations
The CMIP6 DECK piControl simulations are used as the control simulations in

this thesis, i.e. changes in variables are referenced to the piControl by experiment

- piControl. Following the description of CMIP6 DECK experiments in Section

1.3.1.1, the DECK piControl experiment uses coupled atmosphere–ocean with pre-

scribed or calculated atmospheric CO2 concentration for evaluation and unforced

variability (Eyring et al., 2016). Table 2.4 lists the design of the piControl experi-

ment. The CO2 concentration is prescribed at 284.3 ppm, and the other two GHGs,

methane and nitrous oxide, are at 808.2 ppb and 273 ppb. The concentrations are

more realistic than the those in the CMIP5 prescribing CO2 at 280 ppm, CH4 at 760

ppb and N2O at 270 ppb (Taylor et al., 2012). The solar constant used in the piCon-

trol is 1360.747 Wm−2, which is slightly lower than the 1365 Wm−2 prescribed in

CMIP5. According to Laskar et al. (2011), the orbital parameters are set to 1850

CE condition that was used in CMIP5, i.e. eccentricity at 0.016764, obliquity at

23.459°, and perihelion-180 at 100.33°. The vernal equinox is fixed to the noon on

March 21st. Aerosol, vegetation and ice sheets are either interactive or prescribed

as modern condition depending on individual model design. Model groups run their

piControl simulations for a few hundred to a few thousand model years to reach an

equilibrium state.

2.3.1 Bias in the piControl simulations

As the CMIP6 models that have completed the experiments are different, results in

this section are shown separately for the piControl ensembles used to as the control

for the three PMIP4-CMIP6 experiments. Because the temperature variables pre-

sented in following chapters are calculated from surface air temperatures and there

are few spatially-explicit observations for the pre-industrial, this section compares

the spatial pattern of the surface air temperature in the piControl with the C20-

Reanalysis mean surface temperatures between 1851-1900 CE (Compo et al., 2011),

which is available at https://psl.noaa.gov/data/gridded/data.20thC ReanV2c.html

[last assessed on 31 July 2021]. The zonal averages are compared to the averages

of observed temperature for the period 1850-1900 CE from the HadCRUT4 dataset
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Table 2.4: piControl experimental design

CMIP6 CMIP5
Time period 1850 CE 1850 CE

Orbital parameters
Eccentricity 0.016764 0.016764
Obliquity (°) 23.459 23.459

Perihelion – 180 (°) 100.33 100.33
Vernal equinox Fixed to noon on 21 March Fixed to noon on 21 March

GHGs
Carbon dioxide (ppm) 284.3 280

Methane (ppb) 808.2 760
Nitrous oxide (ppb) 273 270

Other GHGs CMIP DECK piControl 0
Solar constant (W m−2) 1360.747 1365

Paleogeography Modern Modern
Ice sheets Modern Modern
Vegetation CMIP DECK piControl Prescribed

Aerosols: dust, volcanic, etc. CMIP DECK piControl Prescribed

(Morice et al., 2012; Ilyas et al., 2017). The annual and seasonal mean precipitation

rates in the piControl are compared to a modern climatology of 1971-2000 from the

Global Precipitation Climatology Project (GPCP; Adler et al., 2003), due to the lack

of sufficiently complete early observations. The bias in the piControl simulations

reveals the problems in model components, which requires further improvements

in models and the understanding of the processes in climate. This section only

describes the bias patterns. Their effects on simulating monsoon response are dis-

cussed in corresponding sections in following chapters.

2.3.1.1 Bias in temperature

Multi-model means of zonal-average temperature bias (Figure 2.3) shows that mod-

els contributed to PMIP4-CMIP6 midHolocene and/or lig127k produce slightly

cooler than observations at NH high latitudes while warmer at SH high latitudes.

Spreads across the ensemble are large at high latitudes. The warmer SH high

latitudes bias is affected by the large warm bias produced by MIROC-ES2L and

EC-Earth3-LR. MIROC-ES2L’s warm bias over SH high latitudes is associated
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Figure 2.2: Comparison of the CMIP6 ensemble used in midHolocene, lig127k and
midPliocene-eoi400 to observations – surface air temperature in °C. Dots
mark the region where at least 80% of the models agree on the sign of MMM.
Dash lines mark the region where the standard deviation is larger than 1.0 °C.
Bias in the individual simulations are given in Appendix A3.
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Figure 2.3: Comparison of the pre-industrial zonal mean temperature profile of in-
dividual climate models and MMM to the 1850-1900 observations. The
area-averaged, annual mean surface air temperature for 30° latitude bands in
the CMIP6 models and a spatially complete compilation of instrumental obser-
vations over 1850-1900 (grey shading, Morice et al., 2012; Ilyas et al., 2017).
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with the cloud radiative processes represented by the model (Hajima et al., 2020).

The bias has been reduced in some of the models since the PMIP3-CMIP5 gener-

ation except the SH mid and high latitudes (Figure 2.3), and the spread across the

ensemble has been reduced. Figure 2.2 shows the observation and the ensemble

mean bias (referred to as the mean difference between the pre-industrial clima-

tology of each model and observation). Dots in panels mark the region where at

least 80% of the models agree on the sign of MMM and dash lines mark the re-

gion where the standard deviation is larger than 1.0 °C. PMIP4-CMIP6 models in

general show cooler bias than the observations, most noticeably in the poles, over

land (except the southeastern region of the North America due to the warmer gulf

stream), the NH oceans and the Labrador Current. The seasonal panels show that

models simulate colder winter than expected from the observations. Though the

match in annual mean temperature between models and the observations/reanalysis

appears satisfactory in the tropics, the north polar region is noticeably too cold in

both the annual and seasonal mean. The eastern boundary ocean upwelling regions,

Atlantic and Indian Ocean sectors of the Southern Ocean are too warm in models.

The Antarctica, the Gulfstream, the Kuroshio Current and the Indian Ocean sectors

of the Southern Ocean are warmer in DJF than in JJA, while the South Atlantic and

the land over the southeastern region of the North America show the opposite trend.

The mismatches indicate a difficulty in sufficiently resolving the regional ocean

circulation features. The PMIP4-CMIP6 generation also includes simulations with

dynamic vegetation, for example. The associated vegetation-snow albedo feedback

would tend to reduce the simulated cooling (e.g. O’ishi and Abe-Ouchi, 2011),

but can introduce a larger cooling bias in the piControl simulations (Braconnot

et al., 2019b). However, changes in the treatment of aerosols in the PMIP4-CMIP6

ensemble could enhance the simulated cooling (Pausata et al., 2016; Hopcroft and

Valdes, 2019).
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Figure 2.4: Same as Figure 2.2 but for precipitation in mm d−1. The piControl simula-
tions are compared to the GPCP (Adler et al., 2003).

2.3.1.2 Bias in precipitation

Figure 2.4 shows that models fail to sufficiently capture the precipitation’s magni-

tude and distribution. Individual models still show complex bias in simulating an-

nual and seasonal precipitations. The bias has been reduced as compared to CMIP5-

PMIP3. The precipitation in the ITCZ is generally underestimated, while that over

the adjacent ocean regions is overestimated. The southern portion of the SPCZ is

too zonal, due to the poor representation of the meridional SST gradient between the

Equator and 10°S in the west Pacific (Brown et al., 2013). CMIP6-PMIP4 models

underestimate the precipitation over the ocean region, the Europe and the western

Eurasia in mid-to-high latitudes. Models also exhibit a dry bias over the upwelling

regions in the Southern Ocean and the Antarctica.

The domain-averaged rain rates over eastern Asia, South America, southern Africa

and the Australian–Maritime Continent are likely to be overestimated in the piCon-

trol simulations (Figure 2.5a). The areal extent in the piControl simulations is un-

derestimated over the NH monsoons except southern Asia and overestimated over

the Australian–Maritime Continent (Figure 2.5b). The largest bias in monsoonal

variables is the underestimation in the areal extent over northern Africa. Discussion
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Figure 2.5: Bias in the domain-averaged and areal extent of regional land monsoons.

in Chapters 3 and 4 show that the North African monsoon poleward extension in

the midHolocene simulations only remove the bias in piControl, which could be a

explanation to the underestimation compared to the reconstruction (Harrison et al.,

2015; Brierley et al., 2020).

2.4 Calendar adjustments

2.4.1 Calendar effects and adjustments

As shown in Section 1.2.1, the orbital configurations at the MH and the LIG were

different from those at 1850 CE, which means that aggregating up daily output to

monthly averages using a ‘fixed-length’ (fixed number of days in months) calendar

to define the number of days in each month could incorporate the palaeo simula-

tions of a particular month from a different position along the Earth’s orbit. Instead,

a ‘fixed-angular’ (fixed angle degrees in the Earth’s orbit for months) calendar to

define the length of each month should be considered, as this method alters number

of days in months based on the variations in the orbit. Kepler’s equation could

be used to calculate the fixed-angular length of months varying over time (Curtis,

2014). As discussed in Joussaume and Braconnot (1997), the vernal equinox is

the fixed starting point for orbital calculations. Matches in model-model or data-

model comparisons that are actually caused by palaeo calendar effects may lead to

misunderstanding in climate mechanisms in the past. As when comparing palaeo

experiments with pre-industrial simulations or observations to obtain the change in

monthly or seasonal climate patterns, inappropriate incorporation of monthly data

may produce simulated changes similar to those observed climate changes.
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Figure 2.6: Calendar effects at 6 ka and 127 ka. The adjusted start date, end date and
number of days of each month at (b) 6ka and (c)127ka as compared to (a)
0ka. Note that the vernal equinox (VE) remains fixed as 21st March. Fig-
ures are adapted from https://github.com/pjbartlein/PaleoCalAdjust; Bartlein
and Shafer (2019).

Bartlein and Shafer (2019) provide a calendar adjustment method to solve palaeo-

calendar effects in the latest PMIP4-CMIP6 simulations that are produced and

stored in the format adopted by CMIP. The approach includes three major steps:

(1) determine the appropriate lengths of months by fixed-angle for a PMIP4 palaeo

experiment; (2) if the input file is monthly means, interpolate the monthly data to

daily averages via mean-preserving method; and finally (3) interpolate daily data

back to monthly data by accumulating or averaging according to the start and end

days from the first step (Bartlein and Shafer, 2019). This method has been written

into a set of Fortran 90 programs and modules (PaleoCalAdjust v1.0), and a detailed
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description of the software and usage can be found in Bartlein and Shafer (2019).

Figure 2.6 shows the shifts in month characteristics at 6 ka and 127 ka referenced

to the present-day (1850 CE). Shifting in the start and end days of months shows

the climatic precession, while variations in number of days reflect changes in peri-

helion.

Month lengths were shorter in the MH than the present-day from May to October

with greatest decrease in August, and the perihelion occurred in September. Dif-

ferences between the mid-month day and June solstice reduced from April to De-

cember, with greatest differences occurring in November at 5 days closer (Bartlein

and Shafer, 2019). In the LIG, month lengths were shorter than the present-day

from April to September with greatest decrease in July, and the perihelion occurred

in July. Differences between the mid-month day and June solstice were closer

from July through December, with greatest differences occurring in September and

October at 12.80 days and 12.70 days closer (Bartlein and Shafer, 2019). Both

two past warm periods had relative longer boreal winter months that started and

ended earlier than the present-day and relatively shorter boreal summer months.

These calendar effects alter the mid-month insolation at different latitudes both in

short-term and long-term.

2.4.2 Evaluation on the effects of calendar adjustments

According to the mechanism described above (Section 2.4.1), calendar adjustment

would affect the start/end date and the number of days of each month but would not

alter the total number of days of a year. Logically, annual mean temperature and

precipitation would not be affected by calendar adjustment. Annual mean variables

used in this work are not adjusted. Bartlein and Shafer (2019) evaluate the effects of

calendar adjustment on the several variables by using PMIP3-CMIP5 simulations.

For monthly mean temperature, calendar effects are generally consistent with the

effects on insolation. Calendar effects on monthly precipitation are more complex

as they are associated with spatial movements in the ITCZ and monsoon patterns.

Results in Bartlein and Shafer (2019) show that adjusting the calendar affects the
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spatial pattern of monthly temperature and precipitation at 6 ka and 127 ka. This

implies that seasonal temperature and precipitation at 6 ka and 127 ka has calendar

effects. Therefore, calendar adjustment is applied in calculating seasonal (JJA and

DJF) mean midHolocene and lig127k temperature and precipitation.

For variables that change abruptly (monsoon variables in this work), the calendar

adjustment tool may not be an appropriate method to correct calendar effects if

using monthly averaged files as inputs. To investigate how the PaleoCalAdjust soft-

ware could impact the accuracy of abruptly changing variables, averaged summer

rain rate during the monsoon season in global monsoon domain regions in the IPSL-

CM6A-LR midHolocene simulations is analysed here by comparing the rain rate

computed from daily and monthly mean precipitation. The definition of monsoon

domain and monsoon summer rain rate are described in section 2.5. Months during

the monsoon season are assumed to have the same number of days in averaging,

which means that the monsoon summer rain rate is taken as the average monthly

precipitaion rate of the five months instead of the weighted average taking the dif-

ference in the number of days of the months into account. This is the approach

advised in CVDP.

As shown in Figure 2.6, calendar adjustment affects the start date, length (total

number of days) and end date of monsoon season in both hemispheres. Overall, the

summer rain rate calculated from the unadjusted monthly mean precipitation rate

(here after referred to as unadjusted monsoon summer rain rate) shows wetter bias

in monsoon regions as compared to the accurate monsoon summer rain rate calcu-

lated from daily-resolution precipitation (referred to as accurate monsoon summer

rain rate) as shown in Figure 2.7a, except in the East Asian Monsoon region where

shows a slight drier bias instead. Figure 2.7b shows the difference between the sum-

mer rain rate calculated from adjusted monthly mean precipitation rate (referred to

as adjusted monsoon summer rain rate respectively) and the accurate monsoon

summer rain rate. Calendar adjustment causes a drier bias in all monsoon regions

(Figure 2.7b), and the magnitude is larger than the wetter bias shown in panel a.

Therefore, the monsoon analysis in the following chapters uses unadjusted monthly
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mean precipitation.

The Southern American Monsoon System (SAMS; Figure 2.7) is selected as an ex-

ample to look into a single monsoon domain, as it is isolated from the other regional

monsoons. The summer monsoon rate is underestimated after the adjustment, and

the magnitude is larger than unadjusted one that shows a slight overestimation. The

bias (i.e. the difference in SAMS summer rain rate between that calculated from

adjusted/unadjusted monthly precipitation rate and from daily rate) is -0.33 mm

d−1 (-5.14% relative to the daily one) from the adjusted monsoon summer rain rate,

whose magnitude is greater than the wetter bias (0.12 mm d−1, 1.8%) from the

unadjusted monsoon summer rain rate. Figure 2.7d shows the temporal changes

in averaged precipitation rate over SAMS and the effects of calendar adjustment

on it. The precipitation rate in the SAMS increases sharply from November and

then reaches its maximum at the end of January, which means that in this period

the monthly mean rate of each month is lower than the daily rate at the end of the

month. The beginning date of November at 6 ka is 5 days earlier than the date in 0

ka. The start date and end date of each month in NDJFM in mid-Holocene are both

earlier than those in the 1850 CE, except the end date of March which is the same.

When adjusting the calendar effects from November to January, the new adjusted

monthly mean precipitation rate accumulates a few days’ daily rate estimated from

the earlier month’s old unadjusted monthly rate which is lower than the daily rate at

the end of the month that should actually be accumulated. In opposite, the adjust-

ments on the monthly mean precipitation in February and March result in a wetter

bias, but the magnitude is less than the drier bias from November to January (Figure

2.7d). The wetter bias in the unadjusted monthly mean precipitation rate is caused

by the fact that the rate is calculated over a slight afterward shifting period that

misses a few days at the beginning with less rain but covers more days at the end

with more rain. Overall, the adjustment brings a drier bias in monsoon summer rain

rate and its magnitude is larger than the wetter bias from the unadjusted monthly

mean precipitation. According to the magnitude of bias, calendar adjustment is not

carried out on monsoon variables in this thesis.
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Figure 2.7: Effects of calendar adjustment on global monsoon domain (GMD). (a)
The MH GMD calculated from IPSL-CM6A-LR midHolocene daily precip-
itation rate ( GMDdaily). (b) The difference between the GMD calculated
from unadjusted IPSL-CM6A-LR midHolocene monthly mean precipitation
( GMDunad justed) and panel (a), i.e. GMDunad justed - GMDdaily. (c) same as
panel (b) but for the difference between the GMD from adjusted monthly pre-
cipitation and panel (a) ( GMDad justed - GMDdaily). (d) Effects of calendar
adjustment on the Southern American Monsoon System (SAMS; marked as
red dashed boxes in panels a to c). Area averaged adjusted (blue squares) and
unadjusted (red circles) monthly mean precipitation over SAMS are compared
to daily precipitation (thick black line). Blue dotted (red dashed) lines in the
figure are the adjusted (unadjusted) begin dates of each month. The numbers at
the bottom are the number of days in each month, blue for adjusted and red for
unadjusted.
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2.5 Processing PMIP4 outputs
NetCDF files of monthly time series are used as inputs of the Climate Variability

Diagnostics Package (CVDP; Phillips et al., 2014) to provide the spatial patterns

of annual and seasonal mean surface air temperature and precipitation rate. CVDP

also computes spatial patterns of monsoon intensity and summer rain rate and time

series of rain rate and areal extent of regional monsoons (see Section 2.5.3 for

definitions of these monsoonal variables). These CVDP outputs are then used as

inputs in the ensemble analysis as described in Section 2.5.2.

2.5.1 CVDP

The CVDP was developed by the National Center for Atmospheric Research

(NCAR)’s Climate Analysis Section to improve and facilitate the evaluation of

major modes of international climate variability, like ENSO and AMO, in mod-

els and observations. This package computes spatial patterns, standard deviation

and trend maps, climatological fields, power spectra and time series of climate

variability in any user-specified model simulations whose files fit CMIP5/CMIP6

output standards. Analysis results of each model are presented via web pages

including a summary table that contains model performance for key metrics of

international variability shown as pattern correlations and RMSE compared to

the chosen observations. Outputs are saved as a single netCDF file containing the

information for each variable. This package has been adapted for palaeoclimate pur-

poses (Brierley and Wainer, 2018). Scripts of this palaeo version are available from

https://github.com/pmip4/CVDP-ncl. The orginal CVDP code is avail-

able at https://www.cesm.ucar.edu/working_groups/CVC/cvdp/

The CVDP package is written in NCL, which requires the installation of NCL.

Driving scripts are named by the calculations, e.g. tas.mean stddev.ncl computes

and returns the global means and standard deviations of 2m air temperature. There

https://github.com/pmip4/CVDP-ncl
https://www.cesm.ucar.edu/working_groups/CVC/cvdp/
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are 4 steps to run the package:

• 1: Set the namelist that contains the information of simulation files being used

as the input, in a format of “Model name experiment name | path

| start year | end year”.

• 2 (optional): If observation is used, set the namelist obs file that contains the

information of observational dataset.

• 3: Modify and run driver.ncl. User-adjustable options are located at the top

of the script. There’s no need to change the rest of the code.

• 4: Examine the CVDP output. CVDP outputs are saved as netCDF files.

Analysis results of each model are presented via webpages, which also in-

clude a summary table comparing model performance against any chosen ob-

servations.

2.5.2 Ensemble analysis

The purpose of using ensembles is to explore the uncertainty in model simulations

arising from different aspects from climatic internal variability to model physics

(Knutti et al., 2013; Tebaldi and Knutti, 2007), however it has also been used in

projecting climate change and evaluating model performance. A multi-model en-

semble samples internal variability and structural uncertainty. Unweighted multi-

model means is commonly used to characterise multi-model ensemble results, based

on the assumptions that all models are independent, each model contributes same

number of simulations, and each model has fared no difference in objective evalua-

tion. Although multi-model ensembles have limitations (Masson and Knutti, 2011),

the climate variables in this methods are broadly reliable on global scale as com-

pared to observations (Yokohata et al., 2012). IPCCs (e.g. Flato et al., 2013; Eyring

et al., 2021) have used multi-model mean in model evaluation. The ensemble anal-

ysis in this thesis uses this approach of equal-weighted multi-model means.

The initial analysis of changes in annual and seasonal mean temperature and pre-

cipitation in this thesis are applied by using CVDP (Phillips et al., 2014; Brierley
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and Wainer, 2018). According to the evaluation of the calendar effects on monthly

mean temperature and precipitation in 6 ka and 127 ka as described in Bartlein

and Shafer (2019), analysis of seasonal (JJA and DJF) changes in temperature and

precipitation uses the adjusted monthly mean “tas” and “pr”, while other analysis

uses the unadjusted variables instead. Changes in each CMIP-PMIP generation are

shown as the ensemble mean changes, i.e. the average of the change (experiment

- piControl) produced by individual models. As each model uses a different reso-

lution, anomalies in each model are firstly regridded to 1° x 1° resolution using a

bilinear interpolation before calculating the ensemble mean changes and variations.

The regridded coordinates of latitude (°N; hereafter referred to as regridded lat) are

-89.5, -88.5,..., 88.5, 89.5. The regridded coordinates of longitude (°E; hereafter re-

ferred to as regridded lon) are -179.5, -178.5,..., 178.5, 179.5. The ensemble mean

is calculated as the average of the regridded anomalies in each model within the

group. The ensemble variation is the standard deviation of the regridded changes

in all available PMIP3-CMIP5/PMIP4-CMIP6 models. Difference between the two

CMIP-PMIP generations is calculated as changes in the ensemble-mean of PMIP4-

CMIP6 minus the ensemble-mean of PMIP3-CMIP6.

2.5.3 Monsoon analysis

In palaeoclimate, as the monsoon domain varies through time, it is not appropriate

to use fixed monsoon domain boundary for the present-day here. Following Sec-

tion 1.1.2, the definition of monsoon domain in Wang and Ding (2008) and Wang

et al. (2014b) is used here to apply on the ensemble mean summer rainfall and

monsoon intensity. A local summer is defined as May-September (MJJAS) in the

Northern Hemisphere (NH) or November-March (NDJFM) in the Southern Hemi-

sphere (SH). A local winter is defined as NDJFM in the NH and MJJAS in the SH.

Averaged summer rain rate is the averaged daily rain rate in the summer. Monsoon

intensity is the difference in averaged daily precipitation rate between local summer

and local winter. The definition of the monsoon is that at least of 55% of the annual

total rainfall comes from summer, and the monsoon intensity is no less than 2 mm

d−1. Global monsoon domain maps are contoured as monsoon summer rain rate.
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As mentioned in Section 1.1.2 in Chapter 1, the definition of regional land mon-

soon in IPCC AR6 (Douville et al., 2021) differs from those in IPCC AR5 (Chris-

tensen et al., 2013). In order to staying consistent with Brierley et al. (2020) and

Otto-Bliesner et al. (2021), I will keep using the definition by Christensen et al.

(2013) to compute and analyse regional monsoons. Seven regional monsoons are

North American Monsoon System (NAMS), North African monsoon (NAF), South

Asia monsoon (SAS), and East Asia summer monsoon (EAS) in the NH and South

American Monsoon System (SAMS), South African monsoon (SAF), and Aus-

tralian–Maritime Continent monsoon (AUSMC) in the SH. The south Asian mon-

soon and east Asian monsoon. SAS and EAS separate along the longitude at 105°E

and the latitude at 20°N. Five diagnostics for each individual monsoon are defined

as:

• the change in the area-averaged monsoon summer rain rate (hereafter referred

as to “pav”), which is the change in monsoon summer rain rate averaged over

the monsoon domain;

• the standard deviation of interannual variability in the area-averaged summer

rain rate (hereafter referred as to “psd”), which is change in the standard

deviation of the 1D time series of area-averaged summer rain rate;

• the change in the areal extent of the monsoon domain (hereafter referred as to

“aav”), which is the change in averaged area of monsoon domain;

• the change in standard deviation of the year-to-year variations in the areal

extent of the regional monsoon domain (hereafter referred as to “asd”), which

is the change in standard deviation of the 1D time series of domain area;

• and the change in total amount of precipitated water (hereafter referred as to

“totwater”), which is the change in cumulative monsoonal rainfall over the

domain as area-averaged summer rain rate x domain area (i.e. totwater = pav

x aav).

These monsoon diagnostics are calculated as percentage changes by (experiment
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-piControl) x 100% / piControl). Results are shown as unfilled coloured shapes (see

figure captions) which colours are chosen according to the colour guidelines pro-

vided by IPCC-WG1 (available at https://github.com/IPCC-WG1/colormaps; last

assessed on 17th May 2021). PMIP3-CMIP5 models are coloured same as their up-

dated versions of PMIP4-CMIP6 models if available, otherwise they are coloured

by dark blue.

2.6 Data model comparison
As introduced in Section 1.5, comparing simulated features to reconstructions al-

lows to evaluate how climate models can reproduce the climate. In the following

chapters, data model comparison is conducted by comparing the similarities and

mismatches between simulated anomalies and observational evidence of past cli-

mates. Detailed description of proxy compilations are provided in corresponding

chapters. For spatial maps, reconstructed data points are directly overlapped at sites

on the regridded ensemble mean anomalies obtained from Section 2.5.2, and are

coloured by using the same color map and magnitude scale as that applied to the

map of simulated anomalies. For the points of single sites, the latitude (longitude)

of each data point is rounded to its nearest regridded lat (regridded lat). Simulated

anomalies are collected at these regridded coordinates as the site-level points pro-

duced by individual models. For the points of global (regional) spatial coverage, the

model simulations are sampled only at grid points (regridded coordinates) where

there are reconstructions available due to the poor global coverage of available

reconstructions. Averages are taken as equal-weighted means of sampled points re-

gardless of where the data points are, which means ignoring the latitudinal weight.

This means that site-level data-model comparison is site-level averaged difference

between data and simulations with a global/regional spatial coverage.

2.7 Summary
This thesis uses the PMIP3-CMIP5 and the PMIP4-CMIP6 simulations that have

contributed to the relevant assessment in the IPCC AR6 (Gulev et al., 2021; Eyring
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et al., 2021; Douville et al., 2021). There are currently 19 PMIP4-CMIP6 models

that have completed the PMIP4 midHolocene (16), PMIP4 lig127k (17) and/or

PlioMIP2 midPliocene-eoi400 (4) simulations (Table 2.2), and 15 PMIP3-CMIP5

climate models produced PMIP3 midHolocene simulations (Table 2.1). The pi-

Control simulations are used as the control simulations to compute changes. This

chapter introduced the ensembles, describes the general computing method for the

analysis in the following chapters, presents the decision on calendar adjustment,

and the definition of monsoon domain.

Monthly mean variables involved in this thesis were downloaded from the ESGF

and applied calendar adjustment on those gradually changed variables like seasonal

mean surface air temperature and precipitation, and not applied on those changing

abruptly like monsoon domains as the adjustment would bring drying bias. The

files are the inputs of the CVDP, a package to improve and facilitate the evaluation

of major modes of international climate variability, to compute the spatial patterns

of annual and seasonal surface temperature and precipitation monsoon variables

(summer rain rate and intensity) and the time series of regional monsoon variables.

These outputs are the initial files to compute ensemble analysis. Because the simu-

lations have differing spatial resolution, they have been regridded to 1° by 1° before

applying the ensemble analysis. The definition of global monsoon domain follows

Wang and Ding (2008) and Wang et al. (2014b), in order to staying consistent with

Brierley et al. (2020) and Otto-Bliesner et al. (2021). The whole process from

downloading files from the ESGF to plotting the final analysis and relevant scripts

have been published in the peer-reviewed journal Geoscientific Model Development

as (Zhao et al., 2022).



Chapter 3

Monsoon response to the orbital

forcing in the CMIP6-PMIP4

midHolocene simulations

As mentioned in Chapter 1, the mid-Holocene has long been included in the PMIP

since its beginning (Joussaume et al., 1999; Braconnot et al., 2007, 2012) to con-

tribute to understanding the climate change responding to a change in the seasonal

and latitudinal distribution in insolation induced by orbital forcing (Berger and

Loutre, 1991) and to evaluate model performance in the last three major assess-

ments of the IPCC (Jansen et al., 2007; Flato et al., 2013; Eyring et al., 2021).

Relatively abundant reconstructions available for this period (e.g. Bartlein et al.,

2011; Kaufman et al., 2020a) provide good opportunities to examine how climate

responds to orbital forcing and to evaluate how climate models simulate the re-

sponses (e.g. Hargreaves et al., 2013; Jiang et al., 2015; Harrison et al., 2014, 2015;

Bartlein et al., 2017). Brierley et al. (2020) provides the preliminary analysis of the

latest PMIP4-CMIP6 midHolocene simulations that have been published in last two

years and contributed to the CMIP6 involved in the IPCC AR6 (Eyring et al., 2021;

Forster et al., 2021).

In this chapter, I will mainly analyse the PMIP4-CMIP6 midHolocene monsoon fol-

lowing the analysis I contributed to Brierley et al. (2020), and evaluate model per-

formance through data-model comparison. As the mid-Holocene has been included
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since the beginning of PMIP, the midHolocene simulations offer a good opportunity

to investigate the improvement between PMIP generations. This chapter will try to

anwser the following two questions:

• Do PMIP4 models simulate the midHolocene better than PMIP3 models?

• Do later versions of a same model family give better results than earlier ver-

sions in simulating the mid-Holocene?

Section 3.1 introduces the difference between the mid-Holocene and pre-industrial

including changes in orbital parameters, temperature, precipitation and regional

monsoon. Section 3.2 describes the protocol of the PMIP4 midHolocene and the

models that have performed the PMIP4-CMIP6 midHolocene simulations. The

following section analyses the response in temperature (3.3.1), precipitation (3.3.2)

and monsoon (3.3.3). Simulated changes by individual models are also analysed,

which aims to answer the second question. Section 3.4.2 evaluates model per-

formance via data-model comparison. Section 3.5 summarises the comparison

between two PMIP generations. A conclusion is provided at the end of this chapter

as Section 3.6.

3.1 mid-Holocene climate change

3.1.1 Orbital forcing at 6 ka

The mid-Holocene had very different seasonal and latitudinal distribution of in-

coming solar radiation than today due to altered orbital configuration (Figure 3.1),

while other configurations were similar to their modern conditions. At the mid-

Holocene, obliquity was larger than today and perihelion occurred near the boreal

autumn equinox instead of close to the boreal winter solstice in 1850 CE (Bartlein

and Shafer, 2019, Figure 3.1). Compared to 1850 CE, the different orbital configu-

rations at the mid-Holocene induced altered seasonal and latitudinal distribution of

top-of-atmosphere (TOA) insolation (Figure 3.2a) by showing large positive inso-

lation anomalies during boreal summer and large negative insolation during austral
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Figure 3.1: Orbital configuration at 0 ka and 6 ka. (Adapted from Bartlein and Shafer,
2019).

summer. The annual insolation anomaly (Figure 3.2b) shows a slight increase in

high latitudes in both hemispheres and a decrease in the tropics, but no change

in global mean insolation. PaleoCalAdjust software (Bartlein and Shafer, 2019,

see Section 2.4) was applied to remove the effects of altered month lengths due to

changes in orbital configuration on seasonal variables.

3.1.2 Temperature

As suggested by both pollen proxy data (e.g. Bartlein et al., 2011) and PMIP1

and PMIP2 midHolocene simulations (Braconnot et al., 2000, 2007), the surface

temperature at the mid-Holocene had stronger seasonality overall showing warmer

boreal summer and cooler boreal winter in the Northern Hemisphere (NH) with

relatively stronger changes occurred over land than over sea and over high latitudes

than over mid to low latitudes as compared to the pre-industrial. Exceptions in-

clude: a colder boreal summer in the southern Europe; a warmer boreal winter in

the North America and the North Pacific due to the sea ice loss in Arctic (Park et al.,

2018, through idealized climate model perturbation experiments), and a colder bo-

real summer in the monsoon-affected regions in northern Africa and southern Asia

due to increased cloud cover and higher evaporation brought by a northward shift
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Figure 3.2: Latitude-daily insolation anomaly between 6 ka and 1850 CE. (a) The dif-
ference in the seasonal cycle insolation at the top of the atmosphere (W m−2)
between the mid-Holocene at 6 ka and pre-industrial at 1850 CE. Date starts
from March 21st , i.e. the vernal equinox,to remove the uncertainties in cal-
endar correction. The black dashed lines show the start day of each month at
1850 CE and the dotted lines show that at 6 ka, which illustrate the effect of
orbital changes on calendar. (b) The change in mean annual forcing (W m−2)
by latitude. The seasonal cycle of incoming solar radiation in W m−2 for mid-
Holocene and pre-industrial in low and mid latitudes in the (c) NH and (d) SH,
and (e) the changes in the changes in the cycles. (Insolation was computed via
a python package “climlab.radiation.insolation”.)

and intensification of the monsoons. Proxy data (Bartlein et al., 2011; Kaufman

et al., 2020a, see below for more information) also suggest colder southern Europe

while warmer central Europe in both seasons. The temperature features in previous

PMIP experiments are generally consistent with the proxy data, as the models were

able to reproduce the warming in high latitudes in simulations (Joussaume et al.,

1999; Braconnot et al., 2007), but often failed to produce the correct magnitude

(Braconnot et al., 2012; Harrison et al., 2015).

3.1.3 Precipitation

The mean annual precipitation during the mid-Holocene was generally increased

over the continents in the NH than today, with more increase in the high latitudes

while less increase in the low latitudes (Harrison et al., 2015). The mean annual

precipitation was increased by less than 100 mm over the Europe, by 100 to 500
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mm over the Mediterranean, and by 200 to 500 mm across the northern Africa.

Precipitation was also increased over southern and eastern Asia, the most southern

and western regions of North America and the South America. A reduction oc-

curred along the equator and near the south coast of southern Africa (Bartlein et al.,

2011). The previous three PMIP ensembles (Joussaume et al., 1999; Braconnot

et al., 2007; Harrison et al., 2014) were not able to reproduce the magnitude of pre-

cipitation increase over western Africa and produced too much continental drying

(Harrison et al., 2015).

3.1.4 Monsoon

As mentioned in Section 1.6, global monsoon enhancement is the most important

change in the hydrological cycle at the mid-Holocene in response to changes in sea-

sonal insolation by showing strengthened NH monsoon and weakened SH monsoon

(Jiang et al., 2015). Most of the earlier studies investigating mid-Holocene regional

monsoons agree with the change in global scale. For example, continental and

marine palaeo records (Metcalfe et al., 2015) show that North American Monsoon

(NAMS) began to strengthen after the Last Glacial Maximum and reached its peak

extent around mid-Holocene, which is in response to orbital forcing and ice sheet

retreat suggested by deglacial records of monsoon strength from isotopic analy-

sis of leaf wax biomarkers in marine sediment cores (Bhattacharya et al., 2018).

The expansion was constrained by regional changes in SST as both suggested by

multiple reconstructions (Barron et al., 2012) and model simulations (Liu et al.,

2004; Zhao and Harrison, 2012). The North African Monsoon (NAF), referred

to as West African monsoon in some studies (e.g. Gaetani et al., 2017) and IPCC

AR6 (Douville et al., 2021; IPCC, 2021b), was strengthened during the early-to-

mid Holocene as suggested by both proxy (Weldeab et al., 2007; Mohtadi et al.,

2016) and simulations (Braconnot et al., 2019b), which then followed by continu-

ous drying to modern condition (Masson-Delmotte et al., 2013). Sahara and Sahel

was covered by vegetation during the mid-Holocene (e.g. Prentice and Webb III,

1998; Prentice et al., 2000; Bigelow et al., 2003; Qin et al., 1998), which had large
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effects on monsoon systems (see Section 3.4.2.2 for a discussion of its effect on

reproducing NAF). Paleo records suggest a strengthened and expanded East Asian

Summer Monsoon (EAS) during the mid-Holocene (Liu et al., 2015; Wang et al.,

2014a; Goldsmith et al., 2017), which was also simulated by climate models (Zhao

and Harrison, 2012; Jiang et al., 2013; Piao et al., 2020). The enhancement of EAS

during the mid-Holocene was mainly driven by changes in orbital forcing with mod-

ulated land-sea contrast by summer solar radiation (Wang et al., 2014a; Jin et al.,

2014; Selvaraj et al., 2007). Both climate models (Prado et al., 2013a) and recon-

structions (Bird et al., 2011; Mollier-Vogel et al., 2013; Prado et al., 2013b) suggest

that the South American Monsoon (SAMS) was weaker during the mid-Holocene

than modern in response to orbital forcings. IPCC AR6 (Douville et al., 2021)

has defined the South African Monsoon (SAF) used in AR5 (Christensen et al.,

2013) to a land domain instead of a monsoon system. As analysed by Chevalier

et al. (2017), PMIP3 simulations show a weakened SAF during the mid-Holocene,

which is consistent with reconstructions (e.g. Chevalier and Chase, 2015). Paleo

records suggest the Australian–Maritime Continent Monsoon (AUSMC) during the

mid-Holocene was weaker than current (Steinke et al., 2014), due to a weaker dy-

namic component and reduced net energy input as suggested by model simulations

(D’Agostino et al., 2020). According to Eroglu et al. (2016), AUSMC and EAS had

an antiphase relationship over the last 9 thousand years.

3.2 PMIP4-CMIP6 midHolocene

3.2.1 Experimental design

The protocol of the CMIP6-PMIP4 midHolocene experiment is described in de-

tail in Otto-Bliesner et al. (2017a) (also see Table 3.1). Orbital parameters use the

orbital configuration at 6 ka (Figure 3.1; Berger, 1978; Berger and Loutre, 1991).

The eccentricity is set to 0.018682, which is 0.001918 higher than that described

in the piControl. The obliquity is 24.105°, increased by 0.646° than the piControl.

The perihelion-180 in the midHolocene is changed from 100.33° in the piControl to
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0.87°. The prescribed concentrations of GHGs in the PMIP4-CMIP6 midHolocene

use more realistic concentrations derived from ice cores and observations (Otto-

Bliesner et al., 2017a) as compared to the PMIP3-CMIP5 generation. The atmo-

spheric CO2 is specified at 264.4 ppm, reduced by 15.6 ppm from PMIP3-CMIP5,

which is now 19.9 ppm lower than the piControl. CH4 is specified at 597 ppb, which

is 56 ppb lower than the PMIP3-CMIP5 set-up and is reduced by 211.2 ppb than the

piControl. N2O is specified at 262 ppb, as 8 ppb lower than in the PMIP3-CMIP5

set-up and 11 ppb lower than the piControl. The changes in these prescribed con-

centrations of GHGs lead to a reduction of 0.3 W m−2 in effective radiative forcing

(Otto-Bliesner et al., 2017a). Other boundary conditions remain the same as the pi-

Control, with an exception of CESM2 which used potential vegetation that removed

crops and urban areas in its CMIP6 simulations (Otto-Bliesner et al., 2020).

3.2.2 Models

The PMIP4-CMIP6 midHolocene ensemble includes simulations made by 16 of the

models described in Appendix A, in which AWI-ESM-1-1-LR, MPI-ESM1-2-LR

and NESM3 include interactive vegetation. Notably, NorESM1-f and UofT-CCSM-

4 have run the PMIP4 midHolocene protocol and performed the PMIP4-CMIP6

midHolocene simulations, but they are not members of CMIP6. A similar number

(15) of models have performed the equivalent PMIP3-CMIP5 midHolocene simu-

lations, which also have been described in Appendix A. 9 of the 16 PMIP4-CMIP6

midHolocene simulations were completed by updated versions of the models that

contributed to PMIP3-CMIP5.

3.3 Features in the PMIP4-CMIP6 ensmeble

3.3.1 Temperature response

Changes in obliquity bring an increase in the annual mean insolation in high lati-

tudes and a decrease at low latitudes during mid-Holocene that leads to an increase

in annual mean insolation in high latitudes at roughly 4.3 W m−2 greater than at
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Table 3.1: Experimental design, according to Otto-Bliesner et al. (2017a).

CMIP6 PMIP4 CMIP5 PMIP3
piControl midHolocene piControl midHolocene

Orbital parameters
Eccentricity 0.016764 0.018682 0.016764 0.018682
Obliquity (°) 23.459 24.105 23.459 24.105
Perihelion – 180 (°) 100.33 0.87 100.33 0.87
Vernal equinox Fixed to

noon on 21
March

Fixed to noon on
21 March

Fixed to
noon on 21
March

Fixed to noon on
21 March

GHGs
Carbon dioxide (ppm) 284.3 264.4 280 280
Methane (ppb) 808.2 597 760 650
Nitrous oxide (ppb) 273 262 270 270
Other GHGs CMIP

DECK
piControl

0 0 0

Solar constant (W
m−2)

1360.747 Same as piCon-
trol

1365 Same as piCon-
trol

Paleogeography Modern Same as piCon-
trol

Modern Same as piCon-
trol

Ice sheets Modern Same as piCon-
trol

Modern Same as piCon-
trol

Vegetation CMIP
DECK
piControl

prescribed or in-
teractive as in pi-
Control

Prescribed Prescribed or in-
teractive as in pi-
Control

Aerosols: dust, vol-
canic, etc.

CMIP
DECK
piControl

Prescribed or in-
teractive as in pi-
Control

Prescribed Same as piCon-
trol

0 ka and a decrease in the tropics at -1.0 W m−2. The pattern of mean annual

temperature change in the PMIP4-CMIP6 ensemble between the midHolocene and

the piControl simulations follows the expectation from the orbital forcing at 6 ka.

The character of annual insolation forcing (Figure 3.2) results in an increase in

annual mean surface temperature over the Arctic and Europe as compared to the

piControl simulations (Figure 3.3a). A decrease is simulated in the tropics and ex-

tratropical regions, in particular over India and northern and central Africa which is

associated with stronger precipitation during summer that cools the region. Across

the ensemble, at least 80% (i.e. 13 out of 16) of the models produce midHolocene
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Figure 3.3: Annual mean temperature changes in the midHolocene simulations in °C.
The multi-model mean of annual mean temperature changes (midHolocene –
piControl) and the inter-model spread, defined as the across-ensemble standard
deviation, across (a,b) PMIP4-CMIP6 and (c,d) PMIP3-CMIP5 simulations.
Dot-shaded region reflects where at least 80% (i.e. 13 out of 16) of the models
agree the sign of MMM. Panel (e) shows the difference between PMIP4-CMIP6
and PMIP3-CMIP5 (PMIP4 - PMIP3). Slash marks the region showing signig-
icant difference (p < 0.05). Simulated changes by individual models are shown
in Appendix B.

cooling in low to mid latitudes, while large variance in simulated anomalies occurs

over the northern Africa and in the high latitudes in both hemispheres, particularly

over the Arctic ocean (Figure 3.3b). In line with the story, both hemispheres had

less incoming solar radiation during DJF reaching at the TOA at 6 ka than 0 ka

with a relative large reduction in the SH. These seasonal changes in inslolation

result in cooling over land in DJF (particularly in the NH) and over the tropical

oceans (Figure 3.5a) in the midHolocene simulations as compared to the piCon-

trol. Disagreement and large variance occurs on simulated DJF Arctic warming

(Figure 3.5b). The Arctic warming during boreal winter could be explained by the
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Figure 3.4: Same as Figure 3.3 but for JJA. Simulated changes by individual models are
shown in Appendix B.

maintenance of positive DJF surface temperature anomalies in Arctic as the result

of the memory of cryosphere and ocean feedbacks (Serreze and Barry, 2011), as

well as the warming in the Southern Ocean. The increased insolation in the NH

during boreal summer (JJA) warms the NH mid to high latitudes is warmer than

the piControl, in particular over land (Figure 3.4a). Most models simulate these

warming, though with large variance (Figure 3.4b). This increased land-sea and

interhemispheric temperature gradient shifts the monsoons northward and leads to

an intensification of the NH monsoons (see Section 3.3.3). The enhanced monsoon

over northern Africa and southern Asia in turn cools the monsoon-affected regions,

as shown in Figure 3.4a).

Comparing to the PMIP3-CMIP5 ensemble, the geographical pattern of temper-

ature anomalies in the PMIP4-CMIP6 is similar to that shown in PMIP3-CMIP5

(Panel c of Figures 3.3, 3.4 and 3.5). Simulated temperature change in both ensem-
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Figure 3.5: Same as Figure 3.3 but for DJF. Simulated changes by individual models are
shown in Appendix B.

bles are in agreement with earlier PMIP results (Braconnot et al., 2000; Harrison

et al., 2002, 2015), and the underestimation of Arctic warming still exists (see

Section 3.4.2 for a discussion). Both generations show large variance occurring

in the high latitudes and northern Africa but the magnitude in the PMIP4-CMIP6

midHolocene ensemble has been reduced than that in the PMIP3-CMIP5 ensemble

(Panel d), implying a better consistency across the PMIP4-CMIP6 simulations. The

PMIP4-CMIP6 ensemble is slightly colder than the PMIP3-CMIP5, as shown in

Panels e of Figures 3.3, 3.4 and 3.5 and Figure 3.6. A statistical t test is applied

to detect changes between the two ensembles. Dashed lines in panels e of Fig-

ures 3.3, 3.4 and 3.5 mark the regions where the difference is significant (i.e. p <

0.05) that the null hypothesis that there is no difference between PMIP4-CMIP6

and PMIP3-CMIP6 ensemble is rejected. The t test results show that the PMIP4-

CMIP6 ensemble is significantly cooler in mid to high latitudes, especially during
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Figure 3.6: Equilibrium climate sensitivity (ECS) vs. change in mean annual sur-
face air temperature (GMST) in the midHolocene simulations between the
PMIP3 and PMIP4 generations. The shifts between different generations
of models are indicated and labelled after their modelling group, if available.
Black line represents the change in GMST extimated by Kaufman et al. (2020a)
with the grey shading showing 80% CI.

local winter.

The prescribed GHGs in the PMIP4-CMIP6 is lower than that in the PMIP3-CMIP5

(Section 3.2.1), which lead to a reduction of 0.3 W m−2 in effective radiative forcing

(Otto-Bliesner et al., 2017a). The reduced forcing leads to a cooler PMIP4-CMIP6

ensemble than PMIP3-CMIP5. Moreover, Brierley et al. (2020) has examined the

response in annual mean temperature to the change in CO2 concentration by us-

ing the abrupt4xCO2 simulations. The response gives a similar pattern shown in

Figure 3.3e. Large proportion of CMIP6 models have an higher equilibrium cli-

mate sensitivity (ECS, definied as the equilibrium change in surface temperature

relative to pre-industrial in response to a doubling of CO2 relative to pre-industrial

level) than their earlier versions contributing to CMIP5 (Section 2.1 and Appendix

A). The higher ECS is linked to improvement in cloud feedbacks and aerosol-
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Figure 3.7: Same as Figure 3.3 but for annual mean precipitation change in the mid-
Holocene simulations in mm d−1.

cloud interactions (Meehl et al., 2020; Zelinka et al., 2020), as developments in the

physical representation of clouds lead to stronger positive feedback via decreasing

extratropical low cloud coverage and albedo (Zelinka et al., 2020). However, as

shown in Figure 3.6, those PMIP4-CMIP6 models with a higher ECS do not nec-

essarily produce cooler mid-Holocene GMST than the rest PMIP4-CMIP6 models

with relative lower ECS. Those PMIP4-CMIP6 models having higher ECS than the

earlier PMIP3-CMIP5 generation do not always produce colder mid-Holocene as

well. These indicate that the difference between the two generations is more likely

caused by responding to the GHGs concentration reductions in the PMIP4 protocol

rather than relating to the improvements between model generations.
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Figure 3.8: Same as Figure 3.7 but for JJA. Simulated changes by individual models are
shown in Appendix B.

3.3.2 Tropical precipitation response

Changes in ensemble averaged annual mean precipitation (midHolocene - piCon-

trol) show a large-scale redistribution of moisture throughout the year (Figure 3.7a),

in particular over tropics and extratropics. There is a reduction of annual mean pre-

cipitation over South America, over northwest Pacific and along the Equator in the

Pacific and Atlantic oceans while an increase occurring over the adjacent seas and

over northern Africa extending into Saudi Arabia and accumulating along the Hi-

malayas. Large spread of simulated precipitation anomalies across models is seen

in the tropics in the SH. The large spread in the SH high latitudes in the PMIP4-

CMIP6 ensemble mean is caused by the strong increase precipitation simulated

by NorESM2-LM, which results in a slight increase in precipitation shown in the

ensemble mean while all other 15 models simulate a slight decrease (see Appendix

B for annual mean anomalies produced by individual models). This also happens
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Figure 3.9: Same as Figure 3.7 but for DJF. Simulated changes by individual models are
shown in Appendix B.

in both JJA and DJF mean precipitation changes (Figures 3.9a and 3.8a).

Strong seasonal insolation changes have more effects on seasonal precipitation.

Figures 3.9a and 3.8a show that the seasonal changes in precipitation have large

shifts in the Intertropical Convergence Zone (ITCZ) in the midHolocene simula-

tions as compared to the piControl, and the largest model spread occurs over the

ITCZ (Panel b in both figures). During DJF, the ITCZ has reduced precipitation

over the tropical Pacific Ocean but with more rainfall over the Indian Ocean. The

tropical Atlantic ITCZ shows a southward shift during DJF. Precipitation reduces

over SH lands during austral summer as well, indicating weakened and narrowed

monsoons in the SH. During JJA, the ensemble mean indicates a northward shift

in the tropical Atlantic ITCZ. The precipitation over southern and eastern Asia

and northern Africa increases during boreal summer. Except these regions and the

Pacific rain belt, the JJA precipitation reduces elsewhere.
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The spatial pattern of annual mean precipitation in the PMIP4-CMIP6 ensemble is

close to that seen in the PMIP3-CMIP5 (Figure 3.7c), and the difference between

the two generations is not significant (Figure 3.7e). Comparing to the seasonal

shifts in ITCZ in the PMIP3-CMIP5 ensemble (panels c in Figure 3.9 and 3.8), the

PMIP4-CMIP6 ensemble simulates a larger northward shift of the tropical Atlantic

ITCZ, a wetter Indian Ocean and a widening of the Pacific rain belt though the dif-

ference is not significant (panel e in both figures). This northward shift is due to the

stronger interhemispheric and land-sea temperature gradient in the PMIP4-CMIP6

ensemble (see Section 3.3.1) caused by difference in protocols. All individual mod-

els contributed to the two ensemble produce changes in seasonal precipitation in the

tropics and extratropics, but the spread across each ensemble is large (panel b and

d of the figures). For model generations, PMIP4-CMIP6 models do not perform

differently to PMIP3-CMIP5 modeling in producing precipitation anomalies.

3.3.3 Monsoon response

3.3.3.1 Changes in monsoon domain

In general, the pattern of global monsoon domain patterns simulated by each in-

dividual model agrees on the sign of ensemble mean respectively (Figure 3.10a

and Appendix), but the variations in magnitude across models are large (Figure

3.10b).Multi-model mean of the global monsoon domain and monsoon summer

rain rate (for the definition, see Chapter 2) changes (PMIP4-CMIP6 midHolocene

- piControl) shows that the NH monsoons are strengthened and the SH monsoons

are weakened (Figure 3.10a). Monsoons over land and over ocean give opposite

change, as the NH monsoon domain expands over land and reduces over oceans,

and the SH monsoon domain reduces over land and expands over oceans. The NAF

rainfall increases mostly below 15°N (Figure 3.10a) and extends northward (Figure

3.11) than the piControl, but there are large variations across models (Figure 3.10b).

Underestimation in NAF has existed since the beginning of PMIP (Braconnot et al.,

2000; Harrison et al., 2002, 2015), and still exists in the PMIP4-CMIP6 ensemble.

Potential explanations are discussed in Section 3.4.2.2. There is no obvious rela-
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Figure 3.10: Same as Figure 3.3 but for mean global monsoon domain (contour) and
changes in monsoon summer rain rate (shading) in mm d−1) in the mid-
Holocene simulations The red, blue and grey contour in the left column
shows the boundary of multi-model mean global monsoon domain computed
for the PMIP4-CMIP6 midHolocene, PMIP3-CMIP5 midHolocene and the pi-
Control simulations, respectively. The identification of the monsoon domain
follows the description in Chapter 2. Simulated changes by individual models
are shown in Appendix B.

tionship between the change in monsoon rainfall and the shift in domain boundary,

i.e. strong midHolocene monsoon rainfall changes do not accompany large do-

main boundary shift between the midHolocene and the piControl. The enhanced

NH monsoons and weakened SH monsoons are in good agreement with previous

studies (e.g. Zhao and Harrison, 2012; Jiang et al., 2015). Generally the monsoon

response follows the expectation from changes in insolation. D’Agostino et al.

(2019, 2020) analyse the CMIP5 midHolocene simulations and state that changes

in mid-Holocene global monsoon are primarily driven by changes in atmospheric

circulation.

The pattern of global monsoon in the PMIP4-CMIP6 midHolocene simulations

is very similar to that in the PMIP3-CMIP5 (Figure 3.10c,d). However, PMIP4-

CMIP6 models simulate more increase of monsoon summer rain rate over western

Africa and less increase over southern China than the PMIP3-CMIP5 ensemble,
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Figure 3.11: NAF expansion in the PMIP3-CMIP5 and PMIP4-CMIP6 ensembles.
The northward monsoon expansion is calculated by determining the change
in latitude where the zonal mean summer (MJJAS) rain rate equals to 2 mm
d−1 over the North Africa (15°W – 30°E).

though the difference is not significant (Figure 3.10e).

3.3.3.2 Changes in regional monsoons

Besides the influence of insolation on global monsoon, regional monsoons are also

affected by local topography, land-sea distribution and oceanic circulations that

cause the differences among regional monsoons (Wang et al., 2017). Christensen

et al. (2013) identifies seven regional land monsoons, which are North Ameri-

can Monsoon System (NAMS), northern Africa (NAF), southern Asia (SAS), and

East Asia summer (EAS) in the Northern Hemisphere and South American Mon-

soon System (SAMS), southern Africa (SAF), and Australian–Maritime Continent

(AUSMC) in the Southern Hemisphere. Paragraphs below give the detailed de-

scription of changes in each regional monsoon.

North American Monsoon (NAMS) is wetter and expanded in the PMIP4-CMIP6
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Figure 3.12: Relative change in domain averaged rain rate of regional monsoons in the
midHolocene simulations relative to the piControl. See Section 2.5.3 for a
description of the diagnostic.

midHolocene simulations as compared to the piControl. The enhancement agrees

with earlier studies based on both simulations (Liu et al., 2004; Zhao and Harri-

son, 2012) and proxies (Metcalfe et al., 2015), in response to orbital forcing and

ice sheet retreat (Bhattacharya et al., 2018). The enhancement was constrained

by regional changes in SST (Barron et al., 2012). The relative changes are small,

as the multi-model mean area-averaged monsoonal precipitation rate is only 2.3%

(-4.4% to 11.5%) larger than in the piControl (Figure 3.12) and the averaged areal

extent increases by 4.5% (-11.3% to 21.1%) (Figure 3.14). The total amount of

precipitated water, computed as the precipitation rate multiplied by the areal extent,

is 7.0% (-10.4% to 33.9%) more than the piControl simulations (Figure 3.16). The

midHolocene NAMS has more stable precipitation rate but more changeable areal

extent, as shown by the changes in standard deviation of interannual variability in

the area-averaged precipitation rate (Figure 3.13) and in the areal extent (Figure

3.15) respectively.

Comparing to the PMIP3-CMIP5 ensemble, the PMIP4-CMIP6 ensemble simu-

lates stronger internal variability in the NAMS and has smaller increase in the areal
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Figure 3.13: Same as Figure 3.12 but for the relative change in the standard devi-
ation of interannual variability in the area-averaged monsoon summer
rain rate of regional monsoons.

extent (a 4.5% relative increase compared to the 10.2% in the PMIP3-CMIP5),

and therefore simulates smaller increase in cumulative precipitated water (about

half) than the PMIP3-CMIP5. Though simulating smaller changes than the PMIP3-

CMIP5, the difference between the two ensembles is not significant.

North African Monsoon (NAF) was strengthened during the early-to-mid Holocene

as suggested by both proxy (Weldeab et al., 2007; Mohtadi et al., 2016) and sim-

ulations (Braconnot et al., 2019b), which then followed by continuous drying to

modern condition (Masson-Delmotte et al., 2013). Sahara and Sahel was covered

by vegetation during the mid-Holocene (Prentice and Webb III, 1998; Prentice

et al., 2000; Bigelow et al., 2003; Qin et al., 1998), which suggests wetter northern

Africa during the mid-Holocene and it had large effects on monsoon systems (see

Section 3.4.2.2 for a discussion of its effect on reproducing NAF). The PMIP4-

CMIP6 ensemble shows a wetter and wider NAF in the midHolocene simulations,

which is in line with early studies (Jiang et al., 2015; Zhao and Harrison, 2012).

As shown in Figure 3.12, the averaged rain rate of the NAF in the midHolocene

simulations is 9.1% (2.5% to 16.6%) higher than in the piControl. The areal extent
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Figure 3.14: Same as Figure 3.12 but for the relative change in areal extent of regional
monsoons.

increases by 31.8% on average with a range of 16.2% to 55.7% (Figure 3.14). The

total amount of rainfall over the area accumulates to 48.3% (22.8% to 71.2%) more

than the piControl simulations (Figure 3.16). As shown by the percent changes

in the standard deviation of interannual variability in area-averaged precipitation

(Figure 3.13b) and areal extent (Figure 3.15), the midHolocene simulations have

larger internal variability of both monsoon rain rate and monsoon domain area. On

average, the PMIP4-CMIP6 ensemble simulates changes in precipitation rates sim-

ilar to the PMIP3-CMIP5 ensemble, but the NAF expands larger in PMIP4-CMIP6.

Paleo records suggest a strengthened and expanded East Asian Summer Monsoon

(EAS) during the mid-Holocene (Liu et al., 2015; Wang et al., 2014a; Goldsmith

et al., 2017), which was also simulated by climate models (Zhao and Harrison,

2012; Jiang et al., 2013; Piao et al., 2020). The PMIP4-CMIP6 ensemble agree

with the enhancement suggested by previous studies by producing a consistent

precipitation increase (midHolocene - piControl) over eastern Asia (Figure 3.12),

as 14 out of the 16 models simulate expanded EAS, though the changes are small.

Figures 3.12 shows an averaged increase of 2.2% than the piControl simulations.
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Figure 3.15: Same as Figure 3.12 but for the relative change in the standard deviation
of interannual variability in the areal extent of regional monsoons.

All models produce an increase in areal extent by 10.9% on average ranging from

3.6% to 21.6% (Figure 3.14). The change in the total amount of water precipi-

tated in each monsoon season is 13.3% (4.5 to 23.4%) more in the midHolocene

simulations than piControl (Figure 3.16). The wetter and wider EAS shown in the

PMIP4-CMIP6 simulations were present in the PMIP3-CMIP5 generation, but the

magnitude of precipitation increase and areal extension have been reduced (Figures

3.13 and 3.15). Relative changes in the standard deviation of interannual variability

in the area-averaged precipitation rate and the areal extent are -4.0% (-16.3% to

11.2%) and -15.9% (-32.8% to -2.8%) respectively in the PMIP4-CMIP6 genera-

tion, which are more negative but with smaller variations across models than the

PMIP3-CMIP5.

South Asian Summer Monsoon (SAS) is drier but wider in the PMIP4-CMIP6

midHolocene simulations than the piControl (Figures 3.12 and 3.14). The precip-

itation rate is -3.1% on average less than the piControl ranging from -12.0% to

2.7% (Figure 3.12). Comparing to the piControl simulations, the SAS areal extent

in the midHolocene simulations increases by 6.4% (-3.7% to 16.9%) as shown in
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Figure 3.16: Same as Figure 3.12 but for the relative change in cumulative rainfall over
domain of regional monsoons.

Figure 3.14. Though the change in standard deviation of the year-to-year variations

in the areal extent of SAS is only 3.3% on average, it varies from -25.2% (simu-

lated by MPI-ESM1-2-LR) to 47.7% (simulated by INM-CM4-8) across models

(Figure 3.15). Change in cumulative rainfall (Figure 3.16) is less consistent among

models ranging from -7.0% to 15.1%, but on average it shows an increase by 3.2%,

which is higher than the 0.23% (-16.2% to 12.0%) presented in the PMIP3-CMIP5

generation which had a reduction of precipitation rate by -5.1% (-13.1% to 0.1%)

(Figure 3.12) and an expansion of areal extent by 5.6% ranging from -3.8% to

24.3% (Figure 3.14).

Both climate models (Prado et al., 2013a) and reconstructions (Bird et al., 2011;

Mollier-Vogel et al., 2013; Prado et al., 2013b) suggest that South American Mon-

soon (SAMS) was weaker during the mid-Holocene than modern in response to

orbital forcings. In agreement with earlier studies (Bird et al., 2011; Mollier-Vogel

et al., 2013; Prado et al., 2013b), the PMIP4-CMIP6 ensemble shows a drier and

constricted SAMS in the midHolocene simulations. The ensemble mean change

(midHolocene - piControl) in monsoonal precipitation rate of the SAMS shows
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consistent reduction by -5.1% (-7.7% to -3.0%) (Figure 3.12) with a decreased

internal climate variability around -7.2% (-21.5% to 8.2%) (Figure 3.13). The areal

extent of the midHolocene SAMS is -3.4% (-18.1% to 0.7%) smaller than the pi-

Control simulations (Figure 3.14), while the internal variability increases by 5.4%

(-5.4% to 27.9%) and less consistent across the ensemble (Figure 3.15). The cumu-

lative rainfall therefore shows a reduction by -8.4% (-20.6% to -3.8%) compared to

the piControl (Figure 3.16). In general, characteristics of the SAMS in the PMIP4-

CMIP6 ensemble were similar to those in the PMIP3-CMIP5. The ensemble mean

changes in areal extent and cumulative rainfall are affected by FGOALS-f3-L and

FGOALS-g3 which produce much more decrease than other PMIP4-CMIP6 mod-

els, though they simulate the two smallest precipitation reduction.

The PMIP4-CMIP5 midHolocene simulations also show a drier South African

Monsoon (SAF) with reduced areal extent than the piControl. The mean decrease

in precipitation rate is -3.7% ranging from -6.0% to -0.6% as shown in Figure 3.12).

15 out of 16 models simulate reduced areal extent ranging from -22.0% to -0.1%,

except NorESM1-F produces the only expansion in the ensemble at 3.5% (Figure

3.14). On average, the areal extent in the midHolocene simulations decrease by

-5.1% than the piControl simulations. Though the change in internal variability of

areal extent is small (2.6%) on average (Figure 3.15), the variation is large across

the PMIP4-CMIP6 ensemble (-19.5% to 20.7%). The midHolocene cumulative

rainfall decreases by -8.6% (-23.8% to -1.1%), with 13 models concentrating on a

range between -9.4% and -1.1% (Figure 3.16). The PMIP4-CMIP6 ensemble shows

similar changes in SAF as the PMIP3-CMIP5 ensemble but has reduced mean in-

ternal variability of precipitation rate and areal extent respectively, meanwhile the

variation in the changes in internal variability of areal extent across models has

been enlarged.

The PMIP4-CMIP6 ensemble shows a decrease in the Australian–Maritime Con-

tinent (AUSMC) both in precipitation (Figure 3.12) and areal extent (Figure 3.14)

in the midHolocene simulations as compared to the piControl. The change in

area-averaged precipitation is -2.0% less than the piControl simulations on average
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Figure 3.17: Evaluation of the significance of difference in monsoon change between
PMIP4-CMIP6 and PMIP3-CMIP5 midHolocene. Red boxes highlight the
variables that show significant difference between the PMIP4-CMIP6 and the
PMIP3-CMIP5 simulations, while the rest means no significance.

ranging from-6.5% to 2.9%. Majority of the models produce small changes in the

internal variability of precipitation rate as less than +/-10%, except MPI-ESM1-2-

LR and FGOALS-g3 that simulate an increase by around 20% (Figure 3.13). The

mean decrease in areal extent is -7.4% with a range of -17.8% to -0.4% wiyh most

models having the reduction less than -11% (Figure 3.14). The mean change in the

standard deviation of year-to-year areal extent of the AUSMC is -1.6%, affected by

the 24% more extension produced by EC-Earth3-LR (Figure 3.15). The PMIP4-

CMIP6 AUSMC results are similar to the PMIP3-CMIP5, but the magnitude in

reduction have been slightly reduced in this generation. Changes in cumulative

rainfall is small (-9.4%, -19.2% to 0.5%) across the PMIP4-CMIP6 ensemble (Fig-

ure 3.16), in which NESM3 provides the only increased midHolocene cumulative

rainfall at 0.5% by having a slight precipitation enhancement and the least constric-

tion in areal extent.

In line with the changes in global monsoon domain, regional monsoons in the NH

are enhanced, especially for the NAF that shows greatest change, and in the SH are

weakened, especially for the AUSMC (Figures 3.12, 3.14 and 3.16). Changes in

mean atmospheric circulation bring more precipitation over land than over ocean in
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the midHolocene simulations. Therefore, the increased insolation during the boreal

summer in the NH leads to an expansion and intensification in the NAF, and also in

the EAS and NAMS though in which the enhancement is small and less consistent

across the ensemble. SH shows opposite change in the SAMS, SAF and AUSMC.

Changes in internal climate variability within the monsoon systems (Figures 3.13

and 3.15) are not consistent across the PMIP4-CMIP6 ensemble. Models produc-

ing large variability in one region does not always produce large variability in other

regions, which suggests that this variability is also linked with regional feedbacks

rather than being an inherent characteristic of a model. The regional monsoon

diagnostics have been introduced in Section 2.5.3.

Changes in regional monsoons agree with the findings in previous PMIPs (Bracon-

not et al., 2000, 2007; Zhao and Harrison, 2012; Liu et al., 2004). PMIP3-CMIP5

models in general also simulate enhanced NH monsoons and weakened SH mon-

soons (Figures 3.12 to 3.16), and the difference between the two generations are

not significant except in simulating EAS monsoon rain rate change (Figure 3.17).

For those PMIP4-CMIP6 models that have earlier versions participating in the

PMIP3-CMIP5 midHolocene, there is no clear trend between the versions, i.e. a

PMIP4-CMIP6 model not always produce larger/smaller change than its earlier

version both in monsoon response and internal climate variability (Figures 3.12 to

3.16), which suggests that improvements in model physics of a model have compli-

cated effects on simulating monsoon change.

3.4 Data-model comparison

3.4.1 Proxy data used in this chapter

3.4.1.1 Bartlein et al. (2011)

Bartlein et al. (2011) provides a compilation of quantitative pollen-based recon-

structions of six land climate variables from a number of sources, which are mean

annual temperature (MAT), mean temperature of the coldest month (MTCO), mean

temperature of the warmest month (MTWA), growing season temperature (GDD5),
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mean annual precipitation (MAP), and the ratio of actual to potential evaporation

(α). All variables were estimated for 2° x 2° grids by combining the reconstruc-

tions at individual pollen sites and using modern-analogue, regression and model-

inversion techniques at sites (Bartlein et al., 2011). The uncertainties are available

at grid level, estimated as a pooled estimate of the standard errors of the original

reconstructions for all sites in each grid cell. The Bartlein et al. (2011) data set

shows a fair coverage over the Europe and North America, a sparse coverage over

the Mid-continental Eurasia and eastern Asia, and has large data gaps especially

in the tropics and SH. This dataset was extended by adding some speleothem and

ice core temperature reconstructions to evaluate the PMIP3-CMIP5 simulations

by Harrison et al. (2014). The following sections in this chapter use the extended

version of MAT and MAP (shown as the color filled triangles in Figure 3.18d and

Figure 3.20 respectively).

3.4.1.2 Temperature 12k (Kaufman et al., 2020b)

The Temperature 12k database (Kaufman et al., 2020b) is a compilation of tem-

perature proxy records throughout the Holocene, which has 1319 published time

series data derived from lake sediment, marine sediment, peat, glacier ice and other

natural archives. Mean annual, summer, and winter temperatures are available in

this database. The mean annual and seasonal temperatures at the mid-Holocene

have been extracted and then compared to the last millennium interval (from 6.0

+/- 0.5 to 0.6 +/- 0.5 ka) to obtain site-level mid-Holocene temperature anomalies

(shown as the color filled circles in Figure 3.18a, b and c for annual, summer and

winter respectively). The dataset used in following sections has been estimated to

1° x 1° grids resolution by firstly taking the average at sites where have multiple

proxy data to obtain site-level data and then taking the mean of all site-level data

points within each grid box.
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Figure 3.18: Comparison between simulated changes in the midHolocene simulations
and reconstructions. Panels (a) (b) and (c) show the reconstructed anomalies
from the Temperature 12k compilation (filled circles; Kaufman et al., 2020b)
of annual, winter and summer, respectively overlapping on surface tempera-
ture changes from PMIP4-CMIP6 simulations (same as the panel (a) in Fig-
ures 3.7, 3.5 and 3.4). Panel (d) compares simulated annual mean temperature
change (same as the panel (a) in Figure 3.3) with pollen-based reconstructions
(marked as filled triangles from Bartlein et al. (2011).

3.4.2 Comparing to reconstructions

3.4.2.1 Temperature

Figure 3.6 shows that the annual mean temperature change in the PMIP4-CMIP6

midHolocene ensemble shows a global cooling of -0.28°C (-0.47°C to -0.05°C),

lower than the estimation from Kaufman et al. (2020b) of a warming at 0.5°C

(0.3°C - 0.9°C with 80%CI). The underestimation in mid-Holocene temperatue

also happens to the PMIP3-CMIP5 ensemble. Both PMIP4-CMIP6 and PMIP3-

CMIP5 generations produce cooling in the tropics, subtropics and mid-latitudes,

and PMIP4-CMIP6 midholocene is significantly colder by having more reliable

prescribed GHGs concentrations (see Section 3.2.1 and 3.3.1) except 30°S to 0°

(Figure 3.19). However, the simulated cooling is not consistent with the warmer

zonal mean annual mean temperature changes (6 ka - 0 ka) at most latitudes esti-

mated from Temperature 12k compilation (shown by the error bars in Figure 3.19;
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Kaufman et al., 2020b), whereas the Bartlein et al. (2011) compilation demonstrates

the heterogeneity within these estimates (box plots in Figure 3.19). The tropical

cooling simulated by all of the PMIP4-CMIP6 models is outside the confidence in-

tervals of Temp12k. The mismatch is caused by models failing to reproduce the

regional warming in low to mid latitudes and in the North America and underesti-

mate the warming in Europe by producing more cooling during boreal winter over

Europe and North America (Figure 3.18). Though failing to simulate the regional

boreal summer cooling in the NH, model simulations at some degree reproduce the

warming during boreal summer in the NH. The underestimated mid-Holocene Arc-

tic warming in the PMIP4-CMIP6 has existed in the earlier PMIP3-CMIP5 (Harri-

son et al., 2015; Yoshimori and Suzuki, 2019). The regional temperature bias in the

CMIP5 midHolocene, piControl and historical are similar (Ackerley et al., 2017;

Harrison et al., 2015). This indicates the persistent errors in representing the cli-

mate system.

3.4.2.2 Precipitation

The Bartlein et al. (2011) dataset provides pollen-based reconstructed mean precip-

itation anomalies at 6 ka (dots in Figure 3.20) that allows to quantitatively evaluate

how the midHolocene simulations could reproduce the MH precipitation anomalies.

Figure 3.20 shows that the mismatch between simulated precipitation change and

the Bartlein et al. (2011) dataset is complicated. The PMIP4-CMIP6 midHolocene

ensemble shows little change in the midHolocene mean annual precipitation over

Europe where there are relatively abundant reconstruction data, and fails to capture

the modest precipitation increases over northern Europe, increases in central Eu-

rope, and much wetter conditions in the Mediterranean during the mid-Holocene

that were suggested by the pollen-based reconstructions of annual mean precipi-

tation. The ensemble fails to capture the complex precipitation response over the

North America, suggested by the mixture of increase and decrease in reconstructed

precipitated anomalies over this region.

Over the monsoon regions, though the mean annual precipitation change does not
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Figure 3.19: Comparison between simulated zonal averaged temperatures and recon-
structions. The simulated annual mean temperature change averaged over
30° zonal bands for each of the individual PMIP4-CMIP6 and PMIP3-CMIP5
models. The equivalent changes estimated from the Temperature 12k compi-
lation (Kaufman et al., 2020a) via a multi-method approach are shown along
with their 80 % confidence interval. Box plots represent the distribution of
Bartlein et al. (2011) reconstructed temperatures within each latitude bands.

Figure 3.20: Comparison between PMIP4-CMIP6 simulated annual precipitation
changes and pollen-based reconstructions from Bartlein et al. (2011).
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Figure 3.21: Agreement between (a) PMIP4-CMIP6 and (b) PMIP3-CMIP5 mid-
Holocene annual precipitation changes (δpr) and pollen-based recon-
structions (anm) from Bartlein et al. (2011). Yellow means at least 80%
of models produce the precipitation change within the range of reconstruction
with the consideration of the standard error at site (anm +/- 1se). Red means
at least 80% of models produce more precipitation than reconstruction (i.e.
δpr > anm + 1se), and blue means less (i.e. δpr < anm - 1se).
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Figure 3.22: Comparison between simulated annual precipitation changes and pollen-
based reconstructions from Bartlein et al. (2011). (a) Simulations are
sampled only at grids where reconstruction points are available and applied
area-weighted. (b) Simulated annual mean precipitation change is averaged
over the region with the consideration of area-weight. Seven regions follow-
ing the definition in the IPCC AR6, because part of the dataset plotting in
panel (b) has contributed to Fig3.11 in IPCC AR6 Chapter 3 (Eyring et al.,
2021). Regions (abbreviation; number of proxy data within the region) are
E. Asia (EAS; 34), S. Asia (SAS; 1), Sahara (SAH; 15), West-Africa (WAF;
4), South-West-Africa (SWAF; 5), South-East-Africa (SEAF; 7) and South-
American-Monsoon (SAM; 2). Simulations are sampled only at grids where
reconstruction points are available.
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directly shows the change in monsoon, it can in some way reflects the strength of

monsoons. According to the definition of global monsoon and the characteristics of

regional monsoons, majority of precipitation over monsoon-affected regions falls

during monsoon seasons and very less during local winter. Therefore, using re-

constructed annual mean precipitation should be able to reflect monsoon property.

Over the NH monsoon regions, models produce expected precipitation increase

in the midHolocene simulations (Figure 3.20) but likely underestimate the mag-

nitude and outside the range of the reconstructions with a consideration of proxy

uncertainties (Figure 3.21). Reconstructions suggest a precipitation increase over

the SAMS during the mid-Holocene while models simulate a reduction (SAM col-

umn in Figure 3.22). In the South-East-Africa and South-West-Africa (SEAF and

SWAF in Figure 3.22), reconstructions estimate a wetter southern Africa during the

mid-Holocene, which the estimations from the models simulations in both PMIP4-

CMIP6 and PMIP3-CMIP5 ensemble are not consistent with.

The Sahara (SAH) and West-Africa (WAF) columns in Figure 3.22 indicate that

models show a smaller response in precipitation than the proxy data. This un-

derestimation has been presented in previous generations (Joussaume et al., 1999;

Braconnot et al., 2007, 2012; Perez-Sanz et al., 2014) and unchanged in AR4

(Jansen et al., 2007) and AR5 (Christensen et al., 2013). Harrison et al. (2015)

suggests that the mismatch arises from biases in the piControl. As shown by Figure

3.10a, the NAF monsoon domain in PMIP4-CMIP6 piControl simulations is less

northward than the observations, particularly over the ocean. The NAF expansion

in the midHolocene simulations only removes the underestimation in the piControl

as compared to the GPCP observation (Figure 3.11), which has also been displayed

in the supplement of Brierley et al. (2020). Meanwhile, reconstructions suggest that

Sahara was covered by vegetation during the wetter mid-Holocene (Prentice and

Webb III, 1998; Prentice et al., 2000; Bigelow et al., 2003; Qin et al., 1998), but this

has not been included in the midHolocene protocol (Otto-Bliesner et al., 2017a).

Some studies have investigated the importance of considering vegetation over Sa-

hara during mid-Holocene, and they suggest that simulated precipitation changes at



3.4. Data-model comparison 118

the mid-Holocene show better agreement with reconstructions if the models have

interactive vegetation or use more realistic vegetation cover over the Sahara (e.g. Lu

et al., 2018; Swann et al., 2014b; Pausata et al., 2016; Gaetani et al., 2017; Messori

et al., 2019) by leading to a cyclonic water vapour flux anomaly over North Africa

with a strengthened westerly flow that brings large amounts of moisture into the

Sahel from the Atlantic Ocean (Messori et al., 2019), though the mismatch between

simulations and reconstructions still exists. Moreover, greening Sahara during the

mid-Holocene could result in increased precipitation in all regional monsoons in

the NH (Sun et al., 2019). However, the increase of midHolocene NAF rainfall sim-

ulated by those PMIP4-CMIP6 models that include schemes of dynamic vegetation

(Section 3.2.2) do not perform better than the rest of models (Figures 3.12 and

3.14). This may be caused by climate models having climatological bias (Harrison

et al., 2015) or too weak feedbacks between vegetation and water cycle (Hopcroft

et al., 2017). Tierney et al. (2017) found that climate models are not able to repro-

duce the Green Sahara if not including strong vegetation and dust feedbacks. The

effects of dust on mid-Holocene precipitation over Sahara and Sahel have also been

pointed out by Thompson et al. (2019). However, the importance of dust has been

rejected by Hopcroft and Valdes (2019) as reducing MH dust only leads to limited

precipitation enhancement. AWI-ESM-1-1-LR, MPI-ESM1-2-LR and NESM3 in

PMIP4 include interactive vegetation, but they perform no significant difference in

the midHolocene simulations than other models. Appropriate dynamic vegetation

and dusts schemes therefore should be considered in future studies.

This section compares PMIP4-CMIP6 and PMIP3-CMIP5 ensembles with

the two compilations described above. Temperature and precipitation are com-

pared separately. Taylor diagram (Figure 3.23) shows that both PMIP4-CMIP6

and PMIP3-CMIP5 models have nearly no skill in predicting mid-Holocene tem-

perature and precipitation change. There is no strong correlation between site-level

simulated anomalies here and reconstructed anomalies in (Kaufman et al., 2020b)

and (Bartlein et al., 2011).
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Figure 3.23: Taylor diagram for the midHolocene temperature and precipitation
anomalies. The distance of any point from the origin point (0) gives the stan-
dard deviation of field, from the green reference point (1.0) gives the centered
root mean square difference between model and data. Pattern correlation be-
tween model and data is given by the azimuthal coordinate. Model points are
sampled at sites where data are available, as shown in Figure 3.18 and 3.20.
Model statistics are corrected to account for observational uncertainties, by
subtracting the estimated contributions made by reconstructed errors of the
two proxy compilation described in Section 3.4. A similar analysis has been
published in Brierley et al. (2020) by analysing seasonality (summer - winter
and MTWA - MTCO) instead of seasonal temperature change presented here.

3.5 PMIP4-CMIP6 vs PMIP3-CMIP5
Different to the other two past warm periods discussed in this thesis, the mid-

Holocene has been involved in the PMIP since its beginning, which offers an

opportunity to evaluate improvements between generations of PMIP as well as in-

dividual models. Results and discussion in previous sections show that the PMIP4-

CMIP6 midHolocene ensemble is in general colder than PMIP3-CMIP5, but the

difference is caused by changes in prescribed atmospheric GHGs concentration

rather than developments in models. Hotelling’s T2 test (Wilks, 2011) has been

used to evaluate differences between model simulations. It tests the hypothesis of

equality of multivariate ensemble means . This approach has been used to evaluate

the difference between PMIP generations (Harrison et al., 2014, 2015; Brierley
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Figure 3.24: Results of p values of Hotelling’s T2 test (Wilks, 2011) comparing the
PMIP4-CMIP6 and PMIP3-CMIP5 ensembles. Values less are than 0.05
(orange) reject the hypothesis of equality of the multivariate ensemble means
the two ensemble, i.e. where would be considered sigficiant. Values include
ANN, DJF and JJA mean temperature (panel a: tas ANN, DJF, JJA) and pre-
cipitation (panel b: pr ANN, DJF, JJA). Brierley et al. (2020) presents similar
analysing comparing more variables.

Figure 3.25: Comparison between RMSE values between MAP from Bartlein et al.
(2011) and simulated midHolocene annual mean precipitation change
from PMIP4-CMIP6 models and their earlier generations contributing
to the PMIP3-CMIP5.
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et al., 2020). Figure 3.24 shows the maps of the p values for testing the hypoth-

esis of equality of the multivariate ensemble means of anomalies of midHolocene

annual, DJF and JJA mean temperature and precipitation, respectively. There are

nearly no regions to be considered to be significant in simulating precipitation

anomalies. Though some regions show significance in simulating temperatures, the

total number of grid cells with p > 0.05 does not exceed the false discovery rate

(Wilks, 2006). Results here agrees with the findings in Brierley et al. (2020) by

involving different and/or more variables. Harrison et al. (2015) presents a similar

analysis comparing PMIP2-CMIP3 with PMIP3-CMIP5, suggesting that there’s

little difference between PMIP2-CMIP3 with PMIP3-CMIP5. This suggests that

PMIP2-CMIP3, PMIP3-CMIP5 and PMIP4-CMIP6 are not significantly different.

It would be appropriate to include the simulations of the three generations as a

single ensemble for other analysis (e.g. D’Agostino et al., 2019, 2020; Yoshimori

and Suzuki, 2019) to increase the power of statistical analysis.

9 of the 16 PMIP4-CMIP6 models participating in the midHolocene have earlier

versions contributing to the PMIP3-CMIP6 midHolocene ensemble, allowing to

evaluate if later versions of a same model family perform better than the earlier

generations. Root mean square error (RMSE) between proxy data and simulated

change by PMIP4-CMIP6 and PMIP3-CMIP5 models are conducted to evaluate

the agreement between reconstructions and simulations. Comparing to MAP from

Bartlein et al. (2011), the improvements in simulating the mid-Holocene precipi-

tation are regionally dependant as a PMIP4-CMIP6 model producing better global

precipitation (Figure 3.25) does not always perform better over monsoon affected

regions (Figure 3.22). Comparison between the RMSE values shows that there

are no uniform improvements between model generations as those PMIP4-CMIP6

models are not simulating better MH temperature change than their PMIP3-CMIP5

versions (Figure 3.26). For example, FGOALS-g3 agrees less with reconstructed

Arctic warming than FGOALS-g2, but it is better simulating winter temperature

change. HadGEM3-GC31-LL captures the Arctic warming than its earlier versions

HadGEM2-CC and HadGEM2-ES, agreeing with the improvement stated by the
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Figure 3.26: Same as Figure 3.25 bur for temperature. (a) Simulated annual mean tem-
perature change versus pollen reconstructed MAT from Bartlein et al. (2011).
(b) Annual, (c) summer and (d) winter mean temperature change versus proxy
data from Temp12k dataset (Kaufman et al., 2020b). Panel (e) enlarges north
to 60°N of panel (c) reflecting the Arctic warming.



3.6. Conclusion 123

model group UK Met Office (Williams et al., 2020).

3.6 Conclusion

This chapter analyses the PMIP4-CMIP4 midHolocene simulations and compares

its results to its earlier version PMIP3-CMIP5 and proxy reconstructions to inves-

tigate if the PMIP4-CMIP6 ensemble is different to the PMIP3-CMIP5 and if it

has been improved. Results in Section 3.3 show that the mean seasonal changes in

temperature and precipitation in the PMIP4-CMIP6 ensemble follow the theoretical

response to changes in insolation forciing. During JJA, the increased insolation

in the NH results in a summer warming that enhances the interhemispheric tem-

perature gradient and more warming over land that enhances the gradient between

land and sea. The ITCZ in the midHolocene simulations shows a northward shift

than the piControl. Changes in mean atmospheric circulation bring more precip-

itation over land than over ocean in the midHolocene simulations. Therefore, the

increased insolation during the boreal summer in the NH leads to an expansion

and intensification in the NAF, and also in the EAS and NAMS though in which

the enhancement is small and less consistent across the ensemble. The reduced

precipitation rate in the midHolocene SAS is due to the decreased precipitation in

the Philippines and Southeast Asia that counteracts the intensification of precipi-

tation on the southern flank of the Himalayas (here and in Brierley et al., 2020).

The increased precipitation over northern Africa and India in turn reduces local

temperature which is cooler than the piControl condition. During the DJF, the

decreased insolation in the SH results in more precipitation occurring over ocean

while less over land, showing weakened and constricted SAMS, SAF and AUSMC

as expected. These changes in monsoons in the PMIP4-CMIP6 midHolocene sim-

ulations in general agree with the earlier studies (e.g. Braconnot et al., 1999; Liu

et al., 2004; Zhao et al., 2005; Zhao and Harrison, 2012; Joussaume et al., 1999;

Braconnot et al., 2002). D’Agostino et al. (2019, 2020) suggest that changes in

monsoon at the mid-Holocene are dominantly caused by changes in net energy in-
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put and the mean atmospheric circulation flow, as the monsoon enhancement in the

NH is driven by the strengthened mean atmospheric flow that brings more rainfall

over land than over ocean (D’Agostino et al., 2019) while the weakened monsoon

in the SH is associated with weakened local atmospheric circulation over land and

strengthened flow over ocean (D’Agostino et al., 2020).

The most pronounced and robust changes occur in the NAF with large spread across

models, but its magnitude of northward extension and precipitation increase in the

midHolocene is still underestimated compared to the suggestions from reconstruc-

tions (Braconnot et al., 1999, 2002; Harrison et al., 2015). Possible explanations

could be the climatological bias in GCMs (Harrison et al., 2015), not prescribing

mid-Holocene vegetation (Otto-Bliesner et al., 2017a), or the missing of strong

feedbacks between vegetation and water cycles (Hopcroft et al., 2017). The mech-

anism behind the mean atmospheric circulation suggested by D’Agostino et al.

(2019) and dynamic vegetation should be considered in future studies.

The PMIP4-CMIP6 midHolocene simulations show similar temperature patterns to

those were present in the PMIP3-CMIP5 ensemble, as well as in PMIP2 (Harrison

et al., 2014). The slight cooler global mean temperature change in the PMIP4-

CMIP6 compared to the PMIP3-CMIP5 is caused by using more realistic pre-

scribed greenhouse gas concentrations instead of improvements in model physics.

The agreement in large scale changes in precipitation between the two ensembles

indicates that the broad-scale precipitation patterns in the PMIP4-CMIP6 ensemble

are similar to the PMIP3-CMIP5, which were also presented in the previous gen-

erations (Braconnot et al., 2007, 2000). Previous findings (Harrison et al., 2015;

Brierley et al., 2020) and T test results (statistical t test and Hotelling’s T2 test) in

this chapter suggest no significant difference between PMIP generations. This im-

plies that PMIP simulations could be considered as a single ensemble for analysis

(D’Agostino et al., 2019, 2020; Yoshimori and Suzuki, 2019) to increase the power

of statistical analysis.



Chapter 4

Monsoon response to the orbital

forcing in the CMIP6-PMIP4 lig127k

simulations

Last Interglacial (LIG) had been discussed in IPCC since its first phase (Folland

et al., 1990), but little modelling evidence has been discussed until AR4 (Jansen

et al., 2007) and AR5 (Masson-Delmotte et al., 2013). The LIG ensemble in the

AR5 suggested changes in regional temperatures (Masson-Delmotte et al., 2013),

but as models using various protocols, it was difficult to examine whether the differ-

ence was caused by difference in cryosphere feedback strength (Otto-Bliesner et al.,

2013) or the variation between experimental designs across the ensemble. Mean-

while, the LIG simulations were produced by models that were the earlier and/or

lower-resolution version being used to make future projections, which made the as-

sessment of model reliability difficult (Lunt et al., 2013). In PMIP4, the lig127k ex-

periment is included in the first time as an endorsed experiment (Kageyama et al.,

2018). All models have completed the lig127k simulations by applying the same

protocol that is described in Otto-Bliesner et al. (2017a). Its Tier 1 simulation was

designed to examine the response in climate to an orbital forcing stronger than the

mid-Holocene (MH) with the GHGs similar to their pre-industrial levels (Kageyama

et al., 2018; Otto-Bliesner et al., 2017a). Including both midHolocene and lig127k

offers a chance to quantify the effect of orbital forcing, which will be discussed in
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Chapter 6.

In this chapter, I will analyse the PMIP4-CMIP6 lig127k monsoon, following the

analysis in Otto-Bliesner et al. (2021). Models that could simulate a better LIG cli-

mate might imply they can produce better future projection. This chapter will also

try to evaluate model perform via investigating two questions:

• Does equilibrium climate sensitivity (ECS) relate to the quality of model’s

LIG simulation? If so, it may imply that LIG climate could be used to con-

strain ECS (see Chapter 1 Section 1.3.2).

• Do models with dynamic vegetation perform better? As discussed in Sec-

tion 3.4.2.2, earlier studies focused on MH monsoon have suggested that

models with more realistic MH vegetation cover like including “Green Sa-

hara” simulate better MH monsoon response. The LIG also responded to

orbital forcing but having stronger magnitude, which implies that models

with dynamic vegetation may be able to perform better monsoon response

in lig127k simulations.

Section 4.1 describes the orbital parameters at 127 ka, the protocol of the PMIP4

lig127k experiment and the models that have performed the PMIP4-CMIP6 lig127k

simulations. Following sections include the response in temperature (Section 4.2)

and monsoon (Section 4.3) to the orbital forcing. Comparison between simulated

changes and proxy reconstructions also goes into these two sections to evaluate

model performance. The discussion section (Section 4.4) attempts to answer the

two questions above in light of the results. A brief conclusion is provided at the end

of this chapter (Section 4.5).

4.1 The PMIP4-CMIP6 lig127k experiment

4.1.1 Orbital forcing at 127 ka

the Last Interglacial was characterised by larger eccentricity than present-day. At

127 ka, eccentricity and obliquity was larger than today and perihelion occurred

near the boreal summer solstice instead of close to the boreal winter solstice in 1850
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Figure 4.1: Orbital forcing at (a) 0 ka and (b) 127 ka. e stands for eccentricity, ε

for obliquity and ω for longitude of perihelion from from vernal equinox
(VE). AE shows the position of autumnal equinox, WS shows that of winter
solstice and SS of summer solstice (Adapted from Bartlein and Shafer, 2019).

CE (Figure 4.1). Compared to 1850 CE, the different orbital configurations at the

LIG induced altered seasonal and latitudinal distribution of top-of-atmosphere in-

solation (Figure 4.2a) by showing large positive insolation anomalies during boreal

summer and large negative insolation during austral summer. The annual insolation

anomaly (Figure 4.2b) shows a slight increase in high latitudes in both hemispheres

and a decrease in the tropics, but no change in global mean insolation.

4.1.2 Experimental design

Otto-Bliesner et al. (2017a) provided detailed description of the protocol of the

lig127k experiment in the PMIP4-CMIP6. Table 4.1 lists the settings. Three orbital

parameters are prescribed using the configuration at 127 ka (Figure 4.1) following

Berger and Loutre (1991). The lig127k experiment prescribes less GHGs concen-

trations than the piControl (Table 4.1). The prescribed concentrations of greenhouse

gases in the PMIP4-CMIP6 lig127k use realistic concentrations derived from ice

cores (Otto-Bliesner et al., 2017a). Other boundary conditions (including solar

constant, palaeogeography, ice sheets, vegetation and aerosols) remain the same as

those prescribed in the piControl (Table 4.1), unless the model has its own specific

setup. Vegetation in each model is treated same as the piControl, as either to be
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Figure 4.2: Latitude-daily insolation anomaly between 127 ka and 1850 CE. (a) The
difference in the seasonal cycle insolation at the top of the atmosphere (W
m−2) between the last Interglacial at 127 ka and pre-industrial at 1850 CE.
Date starts from March 21st , i.e. the vernal equinox,to remove the uncertainties
in calendar correction. The black dashed lines show the start day of each month
at 1850 CE and the dotted lines show that at 127 ka, which illustrate the effect
of orbital changes on calendar. (b) The change in mean annual forcing (W
m−2) by latitude. The seasonal cycle of incoming solar radiation in W m−2 for
mid-Holocene and pre-industrial in low and mid latitudes in the (c) NH and (d)
SH, and (e) the changes in the changes in the cycles. (Insolation was computed
via a python package “climlab.radiation.insolation”.)

prescribed the same vegetation as in the piControl or predicted dynamically with

the vegetation interacting with other components. See the next section for imple-

mentations in the models.

4.1.3 Models

The PMIP4-CMIP6 lig127k ensemble includes 17 models as described in Section

2.1.2. 15 out of the 17 models have completed the DECK experiments and uploaded

their simulations on the ESGF (see Appendix A). AWI-ESM-2-1-LR has completed

the PMIP4 lig127k simulations but had not run all the DECK experiments nor up-

loaded the simulations on the ESGF at the time of writing, so its simulations were

directly asked from the model group. Across the ensemble, AWI-ESM-1-1-LR,

AWI-ESM-2-1-LR, MPI-ESM1-2-LR and NESM3 equip with interactive vegeta-

tion.
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Table 4.1: lig127k experimental design, according to Otto-Bliesner et al. (2017a).

piControl lig127k
Orbital parameter

Eccentricity 0.016764 0.039378
Obliquity (°) 23.459 24.04

Perihelion – 180 (°) 100.33 275.41
Vernal equinox Fixed to noon on 21 March Fixed to noon on 21 March

GHGs
Carbon dioxide (ppm) 284.3 275

Methane (ppb) 808.2 655
Nitrous oxide (ppb) 273 255

Other GHGs CMIP DECK piControl 0
Solar constant (W m−2) 1360.747 Same as piControl

Paleogeography Modern Same as piControl
Ice sheets Modern Same as piControl
Vegetation CMIP DECK piControl Same as piControl

Aerosols: dust, volcanic, etc. CMIP DECK piControl Same as piControl

4.1.4 Proxy reconstructions

4.1.4.1 Temperature compilations

Though reconstructed LIG temperature anomalies do not direct reflect monsoon

change during the LIG, comparison between simulated and reconstructed tempera-

ture is discussed because temperature proxy data is more abundant than the precip-

itation evidence and it provide quantitative estimates that could be useful in model

evaluation. The compilation (Hoffman et al., 2017) has 186 site-level reconstructed

sea surface temperature (SST) anomalies (86 annual, 59 summer and 41 winter)

derived from different reconstruction methods (see Section 1.5.1 for details). The

distribution of the dataset is shown by the circles in Figure 4.5. For each site, the

anomaly is computed at the difference between the SST estimation taken at 127

ka relative to the local estimation from 1870-1889 CE HadISST dataset (Raymo

and Nisancioglu, 2003). 41 out of the 86 reconstructed annual SST anomalies at

sites were calculated as the average between the summer and winter SSTs and used

HadISST dataset to correct the local seasonal bias. This compilation used Monte

Carlo approaches to propagate uncertainties in relative dating and temperature re-
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Table 4.2: Models and simulated mean annual (∆TANN), DJF (∆TDJF ) and JJA (∆TANN)
temperature change in the PMIP4-CMIP6 lig127k simulations (lig127k -
piControl). Models are split into three categories according to the relationship
between their ECS and the ECS range (2.5°C to 4.0 °C given by the IPCC AR6
(IPCC, 2021d). Models with the ECS lower than 2.5°C are here after referred as
to low-ECS model, within the IPCC suggested range referred as to IPCCrange-
ECS model, and higher than 4.0°C referred as to high-ECS model.

Model ECS ∆TANN ∆TDJF ∆TJJA Ref
(°C) (°C) (°C) (°C)

low-ECS models
INM-CM4-8 2.1 -0.2 -1.0 0.9 Volodin et al. (2018)
NorESM1-F 2.3 -0.2 -1.2 1.0 Guo et al. (2019)

IPCCrange-ECS models
NorESM2-LM 2.5 -0.1 -1.1 1.2 Seland et al. (2020)
GISS-E2-1-G 2.7 -0.1 -0.9 1.0 Kelley et al. (2020)
MIROC-ES2L 2.7 -0.4 -1.2 0.7 Hajima et al. (2020)

MPI-ESM1-2-LR 2.8 -0.1 -1.1 1.1 Mauritsen et al. (2019)
FGOALS-g3 2.9 0.4 -0.4 1.6 Li et al. (2020)

FGOALS-f3-L 3.0 -0.5 -1.3 0.7 He et al. (2020)
AWI-ESM-1-1-LR 3.6 -0.3 -1.4 0.8 Sidorenko et al. (2015)
AWI-ESM-2-1-LR 3.6 -0.2 -1.0 0.9 Sidorenko et al. (2015)

NESM3 3.7 0.1 -0.9 1.4 Cao et al. (2018)
ACCESS-ESM1-5 3.9 0.3 -0.5 1.5 Ziehn et al. (2020)
high-ECS models
EC-EARTH-3-3 4.3 0.5 -0.5 1.6 Döscher et al. (2021)
IPSL-CM6A-LR 4.5 -0.3 -1.3 1.0 Boucher et al. (2020)
CNRM-CM6-1 5.1 0.4 -0.7 1.8 Craig et al. (2017)

CESM2 5.3 -0.1 -1.0 1.1 Gettelman et al. (2019)
HadGEM3-GC31-LL 5.4 0.6 -0.3 1.7 Williams et al. (2018)

Ensemble average -0.0 -0.9 1.2 Otto-Bliesner et al. (2021)

constructing, and gave 2 standard deviations as the integrated uncertainties (Hoff-

man et al., 2017).

Capron et al. (2014, 2017) compilations include 41 reconstructed high-latitude SST

changes (3 annual, 23 summer and 15 winter) at sites in the North Atlantic Ocean

and Southern Ocean (squares in Figure 4.5), one surface air temperature (SAT)

record from the Greenland ice sheet and four from the Antarctic ice sheet (dia-

monds in Figure 4.5). SSTs were derived from different reconstruction methods,

and SATs were deduced from ice core water isotopic profiles. The 127 ka SSTs

and SATs at all sites are estimated as the the median temperature averaged over the
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128–126 ka period. The SST anomalies are referenced to 1870–1899 CE SSTs in

the HadISST dataset (Raymo and Nisancioglu, 2003). For the SAT anomalies, the

reconstruction from Greenland is referenced to borehole temperature measurements

and those from the Antarctica are referenced to the water isotopic profiles between

1870 and 1899 CE (Capron et al., 2017). This compilation used Monte Carlo ap-

proaches to propagate uncertainties in relative dating and temperature calibration,

and gave 2 standard deviations (2σ ) as the integrated uncertainties (Capron et al.,

2017).

Otto-Bliesner et al. (2021) further include two compilations of continental air tem-

perature reconstructions. They are not used here as the two datasets show Arctic

MTWAs and European MTWAs and MTCOs instead of seasonal mean change and

can cause conflicts when comparing to JJA and DJF mean temperature response.

4.1.4.2 Precipitation

Unlike reconstructed MH precipitation data that are quantitative and are abundant

over Europe and eastern North America (Section 3.4.2.2), reconstructed LIG pre-

cipitation is limited by proxy quantity, coverage and quality. Though it is difficult

to have quantitative evidence, Scussolini et al. (2019) provide a near-global cover-

age of precipitation evidence derived from pollen, speleothem, lacustrine sediment

composition and multi-proxy reconstructions to show the signal of precipitation

change. The compilation includes 138 proxy sites and selects proxy signals approx-

imately corresponding to 127 ka. Proxy signals are defined as much drier, drier, no

noticeable anomaly, wetter and much wetter, shown by different markers in Figure

4.11. Besides the signals, 11 sites have quantitative reconstructed mean annual

precipitation (MAP).

4.2 Temperature response
The LIG was characterised by larger eccentricity and obliquity than modern and the

position of perihelion is nearly 180° opposite, close to the boreal summer solstice.

The annual mean surface temperature in the lig127k ensemble mean (Figure 4.3a
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Figure 4.3: Multi-model mean of (a) annual, (c) JJA and (e) DJF temperature change
(°C) and ensemble standard deviation (b,d and f) in the PMIP4-CMIP6
lig127k ensemble as compared to the piControl. Dot-shaded regions reflect
where at least 80% (i.e. 14 out of 17) of the models agree the sign of MMM.
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Figure 4.4: Annual mean temperature (°C) change performed by individual models.
Each panel title is named as the model name (ECS) and colored according
to the ECS (blue for ECS < 2.5°C, black for 2.5°C < ECS < 4.0°C and red
for ECS > 4.0°C.) ∗ marks the models including dynamic vegetation.
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and 4.4; as compared to the piControl) shows warming in high latitudes in both

hemispheres and especially over the continents and cooling in low to mid latitudes.

This is expected from the response to the insolation anomalies at 127 ka by annu-

ally receiving more insolation in high latitudes while less in tropics (Figure 4.2b).

Monsoon affected regions in the northern Africa, India and southeast Asia show

stronger annual cooling than surroundings, which is related to the summer cooling

caused by greater cloud cover and higher evaporation brought by a northward shift

of strengthened monsoons. However, the magnitude of the annual mean temper-

ature changes is less than 1°C, except the Arctic warming and the cooling in the

North Africa and India, and the multi-model mean of global mean annual mean

surface air temperature is negative but nearly 0°C (Table 4.2), which is weaker than

that in midHolocene (see Chapter 6 for a comparison and discussion). The simu-

lated lig127k temperature change is lower and even shows a different sign than the

LIG GMST warming of 0.5 - 1.5 °C assessed in AR6 (Gulev et al., 2021). Panels a

and b in Figure 4.5 show the comparison between the simulated changes in annual

mean surface temperature (lig127k - piControl) and reconstructed anomalies from

Hoffman et al. (2017) and Capron et al. (2017). Over high latitudes, majority of

the reconstructions at sites show warmer LIG and a few sites in the North Atlantic

show cooling. The PMIP4-CMIP6 lig127k ensemble shows warmer high latitudes

than the piControl, which match the reconstructed warming over the Antarctica,

Greenland and Arctic Ocean but fail to reproduce the magnitude. The temperature

mismatch over ice sheets could be explained by models using the same Greenland

and Antarctic ice sheets as in the picontrol instead of allowing the ice sheets to

evolve to smaller and lower condition of the LIG climate (Otto-Bliesner et al.,

2021). This can be supported by Holloway et al. (2018), who suggest the impor-

tance of ice sheet melting the LIG missing heat problem in simulations. Over lower

latitudes (40°N - 40°S), simulations and reconstructions are in good agreements

in the cooling over tropical Atlantic and the warming around New Zealand and in

the upwelling region off the west coast of North America, though underestimate

the magnitude of warming. Models produce slight cooling or no change in annual



4.2. Temperature response 135

mean temperature anomalies over the South Atlantic near southern Africa, which

fail to produce the warming suggested by reconstructions and are outside of 2σ

uncertainties (Figure 4.5b). Across the ensemble, AWI-ESM-1-1-LR, AWI-ESM-

2-1-LR, MPI-ESM1-2-LR and NESM3, those applied dynamic vegetation scheme

do not produce smaller mismatch between model and data than other models, which

suggests that models with dynamic vegetation do not necessarily be better in simu-

lating LIG climate response.

Unlike the small change in annual temperature, lig127k produces stronger warming

during JJA and cooling during DJF. Both hemispheres received more incoming so-

lar radiation during JJA in particular in NH high latitudes while a reduction during

DJF especially in the SH (Figure 4.2). As expected, lig127k shows warming across

the globe during JJA especially in North America and central Eurasia by having the

greatest lig127k warming at least 6°C warmer than the piControl. The exceptions

occur in the monsoon regions in the northern Africa and India due to increased

cloud cover and higher evaporation brought by a northward shift and intensification

of the monsoons. Cooling also shows over part of the ocean surface in the SH, but

this is less than 0.5°C. During DJF, the lig127k simulations simulate cooling nearly

everywhere except the Arctic Ocean and Southern Ocean. The Arctic warming

could be related to ocean memory (Serreze and Barry, 2011; Marino et al., 2015;

Govin et al., 2012) and presumably considered with sea ice change discussed in

Otto-Bliesner et al. (2021). Large spread across the ensemble occurs in simulating

warming in the Arctic and Southern Ocean and cooling in the monsoon region in

the northern Africa throughout the year (Figure 4.3b, d and f). Compared to the

earlier LIG ensemble, patterns of annual and seasonal temperature changes in the

PMIP4-CMIP6 lig127k ensemble are similar to those found in Lunt et al. (2013),

but the warming in the PMIP4-CMIP6 ensemble is larger. However, it is difficult

to compare the PMIP4-CMIP6 lig127k ensemble with the earlier LIG ensemble as

the simulations involved in Lunt et al. (2013) did not apply a uniform protocol:

the orbits and greenhouse gas concentrations varied between ensemble members.

The four models with dynamic vegetation scheme do not produce better in JJA
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Figure 4.5: Comparison in (a) annual, (c) JJA and (e) DJF mean surface temperature
anomaly (°C) between the PMIP4-CMIP6 ensembles (lig127k - piControl)
and estimations from proxy reconstructions (Hoffman et al., 2017; Capron
et al., 2014, 2017). Panels (b), (d) and (f) compare the reconstructed anomalies
shown in the left column with the simulated anomalies at sites by individual
models.
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Figure 4.6: Zonal temperature anomaly (°C). Panels a, b and c are the same as panels b,
d and f in Figure 4.5 but are colored according to the ECS (i.e. red for ECS >
4.0°C, yellow for 2.5°C < ECS < 4.0°C and blue for ECS < 2.5°C). Panel d
enlarges the JJA Arctic (60°N to 90°N) warming in panel b

temperature response than others, which also happen to DJF.

In DJF, model simulations provide cooling over the tropical Atlantic, along the

eastern coast of Mexico and along the western coast of South America, which

match the sign of DJF cooling suggested by proxy reconstructions (Figure 4.5c

and d). Over the Southern Ocean, SSTs by Capron et al. (2017) suggest warm-

ing during austral summer, at sites where slight cooling/warming or no change

is produced across the ensemble outside of 2σ uncertainties (Figure 4.5d). The

Capron et al. (2017) compilation provides reconstructed boreal summer SSTs over
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Table 4.3: Multi-model mean and standard deviation of RMSEs between simulations from
different ECS categories (low, IPCCrange and high) and proxy data. Due to the
data availability and distribution, tropical annual mean temperature change (°C)
uses the reconstructed annual mean SST anomalies between 23.5°S to 23.5°N
from Hoffman et al. (2017), Arctic warming (°C) uses summer temperature
anomalies north to 60°N from Capron et al. (2017), and MAP (mm yr−1) uses
all of the quantitative values from Scussolini et al. (2019).

low-ECS IPCCrenge-ECS high-ECS whole ensemble
No. of
models 2 10 5 17
No. of MMM

data points (std)
Tropical annual

mean temperature 36 1.70 1.68 1.70 1.69
change (°C) (0.01) (0.07) (0.03) (0.06)

Arctic 8 4.29 4.36 5.33 4.64
warming (°C) (0.04) (0.41) (1.11) (0.81)

MAP 12 367.4 366.3 372.4 368.2
(mm yr−1) (6.8) (16.2) (9.8) (14.0)

the North Atlantic Ocean, which suggest cooling over the Nordic Seas and three

sites in the northeastern North Atlantic and warming else where between 40°N

and 70°N (Figure 4.5e and f). However, models simulate consistent warming over

the whole North Atlantic Ocean. Over lower latitudes, models do not produce the

reconstructed cooling over the tropical Atlantic and the warming in the upwelling

region off the west coast of southern Africa. The mismatch between simulations

and the Capron et al. (2017) compilation could come from that the lig127k simu-

lations have not incorporated potentially remnant ice sheets over Scandinavia and

Canada that produce meltwater discharging (Otto-Bliesner et al., 2021; Barlow

et al., 2018) and included the memory in the ocean of the H11 event (Marino et al.,

2015; Govin et al., 2012) that lead to Southern Ocean warming and North Atlantic

Ocean warming (Stone et al., 2016; Holloway et al., 2018). Unresolved changes in

regional ocean circulations could be another factor.

HadGEM3-GC31-LL produces the largest LIG warming, and is the only one within

the range of LIG warming estimation given in AR6 (Figure 4.7). Notably, it has the

highest ECS across the ensemble, which is 1.4°C higher than the upper limit given
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Figure 4.7: Comparison between ECS (°C) and simulated global mean surface tem-
perature (°C) in lig127k simulations. Grey shading shows the range of LIG
GMST anomaly given in IPCC AR6 Chapter 2 (Gulev et al., 2021).

by IPCC AR6 (IPCC, 2021d). However, models with higher ECS do not necessary

produce warmer LIG than those with lower ECS, and there is no clear relationship

between ECS and simulated LIG annual mean temperature change.

Root mean square errors (RMSEs) between proxy reconstructions vs simulations

from different categories of ECS are calculated to investigate if models with low,

IPCCrange or high ECS perform differently (Table 4.3). T-tests are conducted

on these RMSE values to detect the significance of the difference, testing the hy-

pothesis that there is no significant difference between RMSE values between the

simulations from different ECS categories (low, IPCCrange and high) and proxy

data. Models with high ECS are not doing better than others in simulating the

tropical (23.5°S to 23.5°N) annual mean temperature change (Table 4.3), confirmed

by all of the t-tests that show no significant difference in RMSE (p-values are

not shown here). This suggests that it is difficult to discriminate the performance

of models having different ECS in simulating tropical temperature change. One

high-ECS model (IPSL-CM6A-LR) and one IPCCrange-ECS model (FGOALS-

g3) capture the JJA Arctic warming better than the rest of models (Figure 4.6d), but

they do not perform better in other latitudes. Yoshimori and Suzuki (2019) studied

the contribution of the individual components to the mid-Holocene Arctic surface
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temperature change and their results suggest that the simulated Arctic temperature

change are largely affected by change in sea ice surface temperature and sea ice

concentration with the warming peak occurring in October. It could imply that the

PMIP4-CMIP6 lig127k simulations underestimate the Arctic warming due to the

response to sea ice rather than GHGs. This could explain why a model’s estimated

ECS has less effect on the capture of the LIG Arctic warming. RMSE results

(Table 4.3) support this as models with high ECS agree less with the proxy data.

T-test results (not shown here) suggest no significant difference in simulating Arctic

warming between models with different ECS. These indicate that it is difficult to

discriminate model performance across the three ECS category of models. There

is also no clear relationship between models’ ECS and their simulated seasonal

temperature change. Those models with higher ECS do not simulate stronger sea-

sonal change in temperature than those with low ECS. These suggest that models

with higher ECS are not more sensitive to lig127k forcings and they do not perform

better in simulating LIG temperature change, which imply that a model’s estimated

ECS is affected by its sensitivity to GHGs forcing instead of orbital ones.

The four models (AWI-ESM-1-1-LR, AWI-ESM-2-1-LR, MPI-ESM1-2-LR and

NESM3) applied dynamic vegetation scheme do not produce smaller mismatch be-

tween model and data than other models. However, the proxy data compared here

are SSTs, which could be unable to detect terrestrial signal and miss local response

related to the inclusion of interactive vegetation. Otto-Bliesner et al. (2021) fur-

ther compare continental air temperature reconstructions These suggest that models

with dynamic vegetation do not necessarily preform better in simulating LIG tem-

perature change.

4.3 Monsoon response

The lig127k global monsoon shows enhanced and expanded NH land monsoons

and weakened and narrowed SH land monsoons as compared to the piControl

(Figure 4.8). In contrast to the changes in land monsoons, the lig127k monsoon
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Figure 4.8: Mean global monsoon domain (mm d−1) in the PMIP4-CMIP6 lig127k en-
semble. Same as Figure 4.4 but for mean global monsoon domain (contour) and
changes in monsoon summer rain rate (shading) in mm d−1) in the lig127k sim-
ulations. The red solid and pink dotted contour shows the boundary of multi-
model mean global monsoon domain computed for PMIP4-CMIP6 lig127k and
piControl simulations, respectively. The identification of the monsoon domain
follows the description in Section 2.5.3.

domain over the oceans weakens in the NH and strengthens in the SH. In general,

the global monsoon domain patterns simulated by each individual model agree on

the sign of ensemble mean respectively, but the variations in magnitude among

models are large (Figure 4.8). Changes in monsoon follow the expectation of re-

sponse to changes in orbital forcing. The seasonal changes in precipitation (lig127k

- piControl) show large shifts in the Intertropical Convergence Zone (ITCZ) and a

redistribution of precipitation between land and ocean (Figure 4.9), simulated by all

models. Notably, NorESM2-LM simulates strong lig127k precipitation increase in

the high latitudes in both hemispheres and over the continents in the NH, which has

a disproportionate effect on the magnitude of precipitation change in the ensemble

mean.

The JJA ensemble mean precipitation change (Figure 4.9c) indicates a northward
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Figure 4.9: Same as Figure 4.3 but for annual mean precipitation change in mm d−1.

shift in the tropical Atlantic ITCZ. The precipitation over northern Africa shows a

strong increase in the lig127k simulations during boreal summer compared to the

piControl. The enhanced precipitation over northern Africa extends into Arabian

Peninsula and the Indian Ocean. Changes in precipitation over African monsoon-

affected region lead to the strongest monsoon rainfall increase and the largest shift

in the poleward boundary of the monsoon domain across regional monsoons, as

shown in Figure 4.10. The lig127k domain-averaged monsoon summer rain rate

over the North African monsoon (NAF) is 21.0% (8.2% - 38.5%) higher than the

piControl, and the areal extent expands by 80.5% on average than the piControl

with a range of 39.0% to 167.4%. The total amount of rainfall over NAF, thereby,
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accumulates to 117.7% (69.7% - 202.0%) more than the piControl (Figure 4.10).

African increased freshwater runoff during last interglacial sapropel suggested by

Amies et al. (2019) via planktic foraminiferal calcite δ 18O indicates enhanced LIG

African monsoon. Reconstructions suggest that the northern boundary of NAF

during the LIG expanded into the Middle East as far north as Israel (Orland et al.,

2019). The lig127k simulations capture the increase in NAF precipitation and area,

but are likely to underestimate the magnitude. As both lig127k and midHolocene

Tier 1 experiments were designed to examine climate responses to strong orbital

forcing, the possible explanations to mid-Holocene mismatch (see Section 3.4.2.2)

might be able to explain the mismatch here as well, most notably dynamic vegeta-

tion (Messori et al., 2019; Pausata et al., 2016). Levis et al. (2004), based on model

simulations, suggest the importance of soil feedback on the northward expansion

of African monsoon during interglacials. It implies the importance of vegetation,

which would affect local soil feedback. The four models with dynamic vegetation

do not produce greater enhancement in NAF. Further investment on local vegetation

is needed. The rain rate over the North American monsoon (NAMS) increases by

11.9% (-1.2% – 27.8%) falling into two groups with 6 out of the 17 models pro-

ducing changes larger than 23% while the rest less than 11%, and the areal extent

increases by 5.7% ranging from -15.9% to 27.7%. Outside of these regions and the

Pacific rain belt, JJA precipitation reduces elsewhere in the tropics and extratropics

(Figure 4.9c). The extended precipitation accumulates along the Himalayas, i.e.

enhanced precipitation over southern Asia, but precipitation over Southeast Asia

is reduced (Figures 4.8 and 4.9). The compensation leads to nearly no change in

South Asian monsoon (SAS) monsoon rain rate (at -0.5% on average) with less

consistency across the ensemble. Though with less monsoon rain rate change over

SAS, the areal extent shows a consistent increase by 20.1% on average with a range

of 2.6% to 47.1% relative to piControl. The enhanced SAS agrees with earlier

reconstruction (e.g. δ 18O suggesting enhanced Indian summer monsoon Magiera

et al., 2019). Notably, a recent multiproxy study (Wang et al., 2022b) found a

weakened South Asian monsoon during the LIG due to higher Indian Ocean SST
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that disagrees the enhancement suggested by models. Results here still produce

SAS enhancement like earlier model studies (Otto-Bliesner et al., 2021), disagree

with Wang et al. (2022b). Precipitation over eastern Asia also shows strong increase

in its monsoon region. The lig127k EAS shows an averaged increase of 9.9% in

monsoon rain rate and an expansion in areal extent by 22.2% (Figure 4.8). The

enhancement agrees with the intensified EAS as suggested by monsoon evidence,

e.g. Chinese loess (Chen et al., 2003) and oxygen isotope ratios of stalagmites

(Yuan et al., 2004). Over northern Asia, the only proxy reconstructed precipitation

indicates a higher precipitation during the LIG, while the simulated changes in an-

nual mean precipitation between lig127k and piControl show overall drier condition

across the ensemble, except NorESM2-LM which reproduces the higher precipita-

tion in the LIG (see Appendix C. Overall, evidence suggests enhanced EAS, SAS

and NAF in the NH. lig127k NH monsoons agree with enhancement suggested by

proxies.

During DJF, the ITCZ shows reduced precipitation over the tropical Pacific Ocean

and having more rainfall over the Indian Ocean (Figure 4.9e). The tropical Atlantic

ITCZ shows a southward shift in the lig127k during DJF. In the SH, precipitation

reduces over the continents during austral summer while it increases over the ad-

jacent oceans. This indicates a redistribution of precipitation between land and

ocean that results in weakened and narrowed SH monsoons. The South American

Monsoon System (SAMS) shows consistent reduction by -12.2% (-17.7% to -4.8%)

in monsoon rain rate and by -7.7% (-34.5% - 2.1%) in areal extent (Figure 4.10).

South African monsoon (SAF) rain rate decreases by -9.2% (NorESM1-F produced

the only increase by 8.1% while the rest of the models in the ensemble simulate

relative changes in precipitation rate concentrating on -16.9% - -5.0%). Its area

reduces by -17.2% on average ranging from -61.9% to -1.4%. The monsoon rain

rate of Australian–Maritime Continent (AUSMC) is -4.8% less than piControl and

are less consistent across the ensemble. Its areal extent reduces by -31.4% ranging

from -48.2% to -9.6%.

There are fewer studies on LIG monsoon changes than on the mid-Holocene, and
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Figure 4.10: Relative change in regional monsoon diagnostics See Section 2.5.3 for a
description of the diagnostic. The circles in each left shows are colored ac-
cording to models, and the dots in each right column are colored by ECS (i.e.
red for ECS > 4.0°C, yellow for 2.5°C < ECS < 4.0°C and blue for ECS <
2.5°C.)
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Figure 4.11: Comparison in mean annual precipitation (MAP) change in mm/year be-
tween the PMIP4-CMIP6 ensembles (lig127k - piControl) and proxy re-
construction from Scussolini et al. (2019). Triangles in panel (a) show the
precipitation change on a semi-quantitative scale following Scussolini et al.
(2019) and circles show the quantitative reconstructed precipitation change
in mm/year. Panel (b) shows the comparison between the with reconstructed
precipitation change (circles in panel (a)) with the simulated changes at sites
by individual models, coloured by model’s ECS: red for ECS > 4.0°C, yellow
for 2.5°C < ECS < 4.0°C and blue for ECS < 2.5°C.
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most of them focus on NH monsoons especially Asian monsoon and Indian mon-

soon (e.g. Chen et al., 2003; Wang et al., 2022b). Monsoon reconstruction is limited

by data availability and poor coverage (Scussolini et al., 2019). Like the analysis

in Chapter 3, reconstructed mean annual precipitation anomaly is used to evaluate

change in monsoons as the major proportion of the annual precipitation within the

monsoon region falls during the monsoon season. Though it is difficult to have

quantitative evidence, Scussolini et al. (2019) provide a near-global coverage of

precipitation evidence showing the signal in mean annual precipitation change, and

a few sites have quantitative estimates. Figure 4.11 shows the comparison between

simulated annual mean precipitation change (lig127k - piControl) and the proxy

signals and reconstructed anomalies available from Scussolini et al. (2019). Over

the NH, the proxy signals show higher annual precipitation during the LIG than the

pre-industrial or recent past (Figure 4.11a). Comparing to the NH signals, the en-

semble averaged annual mean precipitation change (lig127k - piControl) agrees on

the sign of change over the northern coastal region of North America, western and

northern Africa, Middle East, southern Asia and Alaska, and disagrees over central

and eastern North America, Europe, and central and part of eastern Asia where

simulations produce drier lig127k than the reconstructions (Figure 4.11b). Simula-

tions match the reconstructed higher precipitation over Middle East. The MMM of

the simulated mean annual precipitation change at the site in the Middle East that

has quantitative evidence (Scussolini et al., 2019) is very close to the reconstructed

anomaly at the site. Models catch the wetter signal over northern Africa though

fail to reproduce the magnitude. Across the ensemble, NorESM2-LM simulates

more precipitation increase at the sites and therefore its simulated site-level mean

annual precipitation change better matches the reconstructed anomaly. However, it

is likely to simulate too much precipitation increase in other regions than the rest of

the models as shown in Figure 4.9.

Over the SH, the proxy signals are irregular by showing combination of (much)

drier, (much) wetter and no noticeable signals in precipitation over western South

America and southern Africa (Scussolini et al., 2019), where the simulations pro-
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duce weakened precipitation in the lig127k as compared to the piControl (Figure

4.11a). The only available reconstruction in the southeast of Southern America

shows that the MAP during the LIG was -800 mm/year lower than pre-industrial

(Scussolini et al., 2019). Model simulations catch the drier lig127k conditions, but

fail to reproduce that magnitude (Figure 4.11b). Over Australia, the proxy signals

show much wetter conditions during the LIG, while simulations show disagreement

by producing drier lig127k than piControl.

There is no clear relationship between changes in rain rate and areal extent in re-

gional monsoons (Figure 4.10). Those models producing greater rain rate change

do not necessarily produce greater change in areal extent. A model’s ECS does not

affect its simulated monsoon response, as there is no trend between model ECS and

simulated monsoon diagnostics (right columns in Figure 4.10) and models having

high ECS do not simulate better LIG precipitation change shown by proxy data

(Figure 4.11, Table 4.3). Models producing large variability in one region do not

always produce large variability in other regions, which suggest that this variability

is linked with regional feedbacks rather than being an inherent characteristic of a

model.

4.4 Discussion

According to the definition given in Chapter 1, ECS reflects a model’s sensitivity

to a doubling of CO2 relative to pre-industrial level. Those models with a high

ECS are more sensitive to GHG forcing than those estimating low ECS. However,

this may not apply to the response to orbital forcing. Logically, increased GHG

forcing warms the climate by increasing net energy input while orbital forcing

change the seasonal and latitudial distribution of insolation throughout a calendar

year and therefore has more affect on seasonal temperature change. Analysis in

above sections indicates that there is no clear relationship between ECS and cli-

mate response in the lig127k simulations. Generally, models with high ECS do not

perform better in simulating LIG climate better than those having low ECS. Those
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models having ECS within the range given by IPCC AR6 do not obviously simulate

better LIG climate. The lack of an obvious trend between a model’s estimated ECS

and its simulated climate response to lig127k prescribed orbital forcing indicates

that the mechanisms behind climate response to orbital forcing are different to

those behind to GHGs forcing. D’Agostino et al. (2019, 2020) analyse the driving

component contributing to the monsoon response in the CMIP5 midHolocene and

RCP85 simulations, which are dominantly responding to orbital forcing and CO2

forcing respectively. Their results suggest that the dynamic component drives the

strengthened NH monsoon (D’Agostino et al., 2019) and weakened SH monsoon

(D’Agostino et al., 2020) in the midHolocene simulations while the thermodynamic

component drives the monsoon increase in the RCP85 simulations. It implies that

the change in dynamic component of monsoon also drives the monsoon change in

lig127k simulations as both experiments are driven by orbital forcing. How climate

responds to CO2 forcing will be discussed in Chapter 5 via analysing the response

during mPWP.

Comparing to proxy data, simulations are inconsistent in some regions where the

absence or use of inappropriate factors like vegetation, ocean circulation or melting

water. As discussed in Chapter 3, using more realistic mid-Holocene vegetation

cover, e.g. applying ”Green Sahara”, could improve the simulation of the mon-

soon response especially over West Africa during the mid-Holocene (Messori et al.,

2019; Pausata et al., 2016). It implies that the monsoon response in the lig127k sim-

ulations could also be improved if including appropriate LIG vegetation cover as

both periods were affected by orbital forcing. In this PMIP generation, the majority

of models applied the prescribed 1850 CE vegetation cover same as in the piControl

instead of a realistic vegetation, with an exception of CESM2 which used potential

vegetation that removed crops and urban areas in its CMIP6 simulations (Otto-

Bliesner et al., 2020). Four of the models (AWI-ESM-1-1-LR, AWI-ESM-2-1-LR,

MPI-ESM1-2-LR and NESM3) participating in the lig127k ensemble include a dy-

namic vegetation scheme. Logically, models applying dynamic vegetation scheme

could perform better than those using fixed prescribed PI vegetation as their veg-
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etation responds to with local climate changes. However, the four models do not

perform better than the others in simulating LIG climate as shown by the results in

above sections.

This does not prove that including dynamic vegetation could not improve simulating

LIG climate. As the comparison is conduced across the results from independent

models, the benefit of including dynamic vegetation could also be counteracted by

other inappropriate schemes within the model and/or those models not including dy-

namic vegetation have other better design that improve the quality of simulations.

MIROC model group run the lig127k simulation with the inclusion of dynamic

vegetation in another version of MIROC model, MIROC4m-LPJ and compared the

results of different versions with reconstructed LIG climate (O’ishi et al., 2021).

Their comparison indicates the importance of including dynamic vegetation to re-

produce the Arctic warming and the warming over NH land, though the warming

still can not be fully reproduced. Therefore, further study on the usage and im-

provement on dynamic vegetation should be conduced to improve the analysis in

the next PMIP generation.

4.5 Conclusion

The PMIP4-CMIP6 midHolocene and lig127k simulations show strong seasonal

changes in seasonal temperatures and precipitation, in line with the theoretical

response to changes in insolation forcing which increased during boreal summer

and decreased during boreal winter. The lig127k experiment was designed to

have stronger orbital forcing than the midHolocene. The responses are similar but

stronger than the midHolocene as expected (see Chapter 6 for the comparison). The

lig127k experiment is characterised by strong NH warming especially over land

during JJA in response to the increased boreal summer insolation in the NH. Mon-

soons are enhanced in the NH during boreal summer and weakened in the SH during

austral summer. Comparing to the reconstruction from proxy data, the lig127k en-

semble captures the warming and the enhanced NH monsoons, but fails to fully
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reproduce the magnitude.

Simulations have been split into three subsets based on the model’s ECS and are

compared with proxy data to investigate if the ECS relate to the quality of model’s

LIG simulation. Results (tropical annual mean temperature change, Arctic warm-

ing and MAP) show that there is no significant difference in simulated response

by models with different ECS, which suggest that those models with high ECS do

not perform better than those estimating low ECS. The mechanism behind the re-

sponse to orbital forcing being different to that behind responding to GHG forcing

can explain the lack of clear trend between a model’s ECS and its simulated climate

response. However, it is still worth for further investigation, as the models with ECS

higher than 4°C produce greater Arctic warming than others though the difference

is not significant.

The analyses of data-model mismatch in this chapter point out the importance of

vegetation. Four of the models participating in the lig127k ensemble include dy-

namic vegetation, but they do not simulate the LIG climate better than those without

it. The reason might be that other inappropriate schemes counteract the improve-

ments by dynamic vegetation and/or those models not including dynamic vegeta-

tion have other better schemes that improve the results. Further investigation into

the role of dynamic vegetation schemes should be considered.



Chapter 5

Monsoon response in the

midPliocene-eoi400 simulations and

aerosol uncertainties in monsoon

changes for mid-Pliocene Warm

Period climate

The previous chapters discuss the effects of changes in orbital forcing on climate

in the Last Interglacial (LIG) and mid-Holocene (MH) periods. The third warm

climate experiment included in CMIP6 is midPliocene-eoi400, which represents

the mid-Pliocene warm period (mPWP) centered on 3.205 Ma, the warmest phase

of marine isotope stage during the mPWP when the orbital configuration was sim-

ilar to present day (Haywood et al., 2013). While LIG and MH climate change

was predominately driven by orbital forcing, climate change during the mPWP was

dominated by elevated atmospheric CO2 concentrations that were similar to the

present-day level. Climate models have been used to understand mPWP climate

for approximately three decades (Chandler et al., 1994). The purpose of using

models in palaeoclimate research is to investigate the drivers and mechanisms be-

hind the climate changes shown in proxy reconstructions. Understanding climate

change during the mPWP offers a window into future global warming as it was the
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most recent time in Earth’s history when atmospheric CO2 concentration exceeded

400 ppmv (Bartoli et al., 2011). Additionally the continental configuration was

similar to present-day, and of course proxy data exists to ground truth the experi-

ment. Comparing the simulated mPWP climate change with MH and LIG climate

change would help to evaluate how climate models could simulate climate change

in response to different forcings, which will be discussed in the next chapter. As

described in Chapter 1, the Pliocene Model Intercomparison Project (PlioMIP;

Haywood et al., 2010) is a coordinated international climate modelling project ini-

tiative aimed of understanding the climate and environments of mPWP, exploring

model uncertainties and evaluating the potential relevance to future climate change.

Its first phase (PlioMIP1; Haywood et al., 2010, 2011) proposed a single set of

model boundary conditions aligned with the PRISM3D reconstruction (Dowsett

et al., 2010), and prescribed the atmospheric CO2 at 405 ppmv. Haywood et al.

(2013) provides a preliminary description of large features in PlioMIP1, which

showed strong polar amplification as suggested by proxy data, though potentially

underestimated its magnitude.

The mPWP around 3.2 Ma has been included in PMIP4-CMIP6 with the chosen

experiment being the Tier 1 experiment identified by PlioMIP2 (Haywood et al.,

2016b). PlioMIP2 applied various CO2 levels aligned with PRISM4 reconstructions

(Dowsett et al., 2016), in which the chosen experiment (midPliocene-eoi400) set

the CO2 concentration at 400 ppmv. Additional sensitivity simulations in PlioMIP2

include those to understand climate changes in future (“Pliocene4Future”) and in

the past (“Pliocene4Pliocene”). New boundary conditions are used to improve

boundary condition uncertainty pointed out in PlioMIP1, which include updated

topography and ocean bathymetry, ice sheets, sea levels, soil and lakes data sets

while land cover remained as in PRISM3 (Haywood et al., 2016b). Latest PlioMIP2

simulations have been published and contributed to PlioMIP2 analysis (Haywood

et al., 2020) and assessment in IPCC AR6 chapters (Gulev et al., 2021; Eyring et al.,

2021; Douville et al., 2021; Fox-Kemper et al., 2021). In this chapter, I provide an

analysis of the midPliocene-eoi400 simulations that had been uploaded to ESGF
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(see Chapter 2) at the point of writing, which include simulations performed with

4 models. The ensemble here is different to the PlioMIP2 ensemble described in

Haywood et al. (2020), which contains additional 12 non-CMIP simulations. The

first half of this chapter aims to address if the midPliocene-eoi400 simulations are

able to reproduce the mPWP cliamte and if they are doing better than the PlioMIP1

results published in Haywood et al. (2013).

Section 5.1 describes the protocol of midPliocene-eoi400, the 4 models whose sim-

ulations are used in this chapter, proxy data used in data model comparison and the

assessment of similarity and difference between the midPliocene-eoi400 ensemble

here and Haywood et al. (2020). In order to distinguish ensemble results, the anal-

ysis based on the subset of 4 simulations analysed in this work, hereafter I refer to

them as to ”midPliocene-eoi400” and results of Haywood et al. (2020) are referred

as to ”PlioMIP2”. Section 5.2 gives the analysis of temperature, precipitation and

monsoon response in midPliocene-eoi400 simulations and compare them with the

PlioMIP2 results (Haywood et al., 2020) to see if they capture the mPWP climate

change.

Increased atmospheric CO2 concentration results in a radiative forcing warmed

mPWP of 1.9 W m−2 during the period (Haywood and Valdes, 2004). Sensitivity

studies (e.g. Lunt et al., 2012b) found that CO2 dominates 36-61 % of the mPWP

warming, whilst vegetation change contribute to 21-27 %, orography contributing

to 0-26 % and ice sheets contributing to 9-13 %. However, GCMs cannot accurately

simulate the reduced temperature gradients (Dowsett et al., 2013; Haywood et al.,

2020) as the mechanism is not fully understood and recognized (Fedorov et al.,

2013). Increased CO2 concentration is clearly one factor, but needs to combine

with other mechanisms (Crowley, 1996).

Previous studies suggested the effect of seaways (e.g. Karas et al., 2017; Dowsett

et al., 2019) on Pliocene climate confirmed by pollen evidence (Khan et al., 2022),

but Otto-Bliesner et al. (2017b) found that changes in inter-ocean gateways could

not maintain the warm pool, therefore a comprehensive analysis of the impacts of

palaeogeographic changes is required. Brierley and Fedorov (2016) used a single
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model to analyse the impact of Miocene–Pliocene changes in three inter-ocean gate-

ways, and they found the compensating impacts between the closing of the Central

American Seaway and the opening of the Bering Strait and suggested the overes-

timation of cooling in previous studies with the closure of the Central American

Seaway. The mechanisms behind the warm pool could also involve enhanced ver-

tical ocean mixing by tropical cyclones (Fedorov et al., 2013), but this mechanism

does not reproduce the warming completely in models. Reduced cloud albedo gra-

dient (Burls and Fedorov, 2014) could be involved in the mechanisms as well, but

the causes of changes in cloud albedo remain unclear. Cloud properties (cloud ef-

fective radius and cloud condensation nuclei) may be important (Kiehl and Shields,

2013). Unger and Yue (2014) used Pliocene vegetation and found the importance

of aerosol and chemistry-climate feedback in modelling Pliocene climate as the

aerosol cooling effect masks 15-100 % of the CO2 effects while chemistry-climate

feedback warms climate about 30-250 % of CO2 effects. Aerosol forcing could be

an important factor causing uncertainties in modelling mPWP climate. Mismatches

between simulations and proxy estimations occur and aerosol effects could be a

possible explanation to explain the mismatch, as recent studies have suggested that

the mismatch has been reduced by including explicit aerosol–cloud interactions in

models (Sagoo and Storelvmo, 2017; Feng et al., 2019).

Applying aerosol forcing to mPWP, as an example, offers a chance to examine

climate response under high CO2 condition. The second half of this chapter tries to

investigate the potential for aerosols to affect simulating mPWP climate response,

raising the potential importance of uncertainty in experimental setup in PlioMIP2.

The investigation will be conducted by analysing the simulations of an experiment

with idealised aerosol scenarios, which were performed by Dr. Ran Feng. In

section 5.3, two existing Pliocene simulations with different aerosol scenarios are

analysed, one with pre-industrial aerosol concentrations and one with present-day

aerosol concentrations (Lamarque et al., 2010). The changes caused by removing

anthropogenic concentrations in the Pliocene are compared, in order to understand

the importance of considering aerosol effects in modelling Pliocene climate. This
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Table 5.1: midPliocene-eoi400 experimental design

piControl midPlioceneEoi400
Orbital parameters

Eccentricity 0.016764 Same as piControl
Obliquity (degrees) 23.459 Same as piControl

Perihelion – 180 100.33 Same as piControl
Vernal equinox 21st March at noon Same as piControl

Greenhouse gases
Carbon dioxide (ppm) 284.3 400

Methane (ppb) 808.2 Same as piControl
Nitrous oxide (ppb) 273 Same as piControl

Other GHGs CMIP DECK piControl Same as piControl
Solar constant (W m2) TSI: 1360.747 Same as piControl

Paleogeography Modern PRISM4 reconstruction
Ice sheets Modern PRISM4 reconstruction
Vegetation CMIP DECK piControl Dynamic, or PRISM4
Aerosols CMIP DECK piControl Same as piControl
Citation Eyring et al. (2016) Haywood et al. (2016)

chapter focuses on changes in tropical precipitation, because precipitation varies

much more than other near-uniform variables like temperature and irradiation in

tropics, and it is important in predicting future tropical agriculture condition.

5.1 midPliocene-eoi400

5.1.1 Experimental design

Haywood et al. (2016b) described the design of the Tier 1 midPliocene-eoi400 ex-

periment in the PMIP4-CMIP6 that is equivalent to PlioMIP2 (Table 5.1). The at-

mospheric CO2 concentration was prescribed at 400 ppmv, which is slightly lower

than the 405 ppmv prescribed in the PlioMIP1 (Haywood et al., 2010). According to

Haywood et al. (2016b), prescribed boundary conditions were aligned with PRISM4

reconstructions (Dowsett et al., 2016), with modelling groups able to choose be-

tween “standard” or “enhanced” versions. Vegetation cover is either prescribed

using the PRISM4 vegetation (Salzmann et al., 2008; Haywood et al., 2016b) or

determined by model’s scheme of dynamic vegetation.
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5.1.2 Models

This chapter only includes those simulations that had been uploaded to ESGF before

writing this thesis to maintain consistency with the methods described in Chapter

2. This therefore only includes simulations performed with 4 models: CESM2,

GISS-E2-1-G, IPSL-CM6A-LR and NorESM1-F (further information on the mod-

els can be found in Appendix A). Notably, the ensemble here is only a small subset

of PlioMIP2 (Haywood et al., 2020) which itself includes 16 models. Comparison

between midPliocene-eoi400 ensemble and PlioMIP2 is given in Section 5.2.3.

5.1.3 Proxy reconstruction

In order to being consistent with Haywood et al. (2020), data-model comparison in

annual mean temperature anomalies (mPWP - pre-industrial) throughout this chap-

ter use the same proxy dataset, i.e. reconstructed mPWP SSTs in PRISM4 (Foley

and Dowsett, 2019) which use an interval of 30,000 years. The pre-industrial SSTs

uses the observed 1870-1988 SSTs from the NOAA Extended Reconstructed Sea

Surface Temperature (ERSST) version 5 dataset (Huang et al., 2017). Salzmann

et al. (2008) compared 28 present-day mean annual precipitation anomalies (mid-

Pliocene - present-day) from literature for selected regions. Only 10 anomalies

were chosen for data-model comparison in this chapter as their precise coordinates

and anomalies could be found in literature. The 10 points have been regenerated

into 6 points as the 3 sites in western coast of USA and 3 in Yunnan, China are

within a single model grid. Therefore each three have been reorganised into a single

point by taking their average.

5.2 Results from midPliocene-eoi400 simulations

5.2.1 Temperature response

Mean annual temperature change in PlioMIP2 is warmer than that estimated in

PlioMIP1 (Haywood et al., 2020). The PlioMIP1 estimates a global warming of

2.7 °C during the mPWP in model simulations (Haywood et al., 2013) that fills into
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Figure 5.1: Annual and seasonal surface air temperature change (°C) in the
midPliocene-eoi400 simulations. (a, c, e) are annual, DJF and JJA ensemble
mean temperature change (midPliocene-eoi400 - piControl). Points in (a) are
reconstructed SST anomalies (see Section 5.1.3). Dotted regions mark where
all models agree the sign of multi-model mean anomaly. (b, d, f) are the stan-
dard deviations of annual, DJF and JJA temperature changes across the ensem-
ble.
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Figure 5.2: Comparison between proxy estimated change in annual mean temepra-
ture (°C) shown in Figure 5.1a with modelled temperature change at the
locations of the proxy data.

two bands at 1.8–2.2°C and 3.2–3.6°C (Haywood et al., 2013). Simulated warm-

ing is concentrated at high latitudes, which was dominated by greenhouse gases

emission and clear sky albedo (Hill et al., 2014). Haywood et al. (2020) states that

the warmer PlioMIP2 is caused by the addition of new and more sensitive models

instead of the modifications in boundary conditions between the two PlioMIPs.

Across the midPliocene-eoi400 ensemble, simulations show good agreement in

simulating the mPWP warming over the tropics and oceans between 60°N and 60°S

while show large spread over the Arctic and the Southern Ocean and most of the

Antarctica (Figure 5.1). Overall, the warming in the tropical NH is stronger than

in the tropical SH, which causes an interhemispheric temperature gradient. The

relatively stronger warming over the Greenland Sea and Baffin Bay than the rest

of the Arctic may be the result of prescribed boundary conditions including the

closed ocean gateways of the Canadian Archipelago and Bering Strait (Haywood

et al., 2020). The warming may also be explained by the simulated reduction in

NH sea ice cover (de Nooijer et al., 2020) and the smaller prescribed Greenland Ice

Sheet. Similarly in the SH, there is a strong warming over the east and west Antarc-

tica. The interior of east Antarctica shows cooling in contrast to its surroundings,

though with large variations across the ensemble (Figure 5.1a,b). This is a con-

sequence of the prescribed topography of East Antarctic Ice Sheet that exceeds in

some regions in the midPliocene-eoi400 that prescribed in the piControl. Simulated

midPliocene-eoi400 annual mean temperature change overall fails to reproduce
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Table 5.2: Reconstructed and modelled precipitation change (mPWP - PI) in mm yr−1 at
sites.

lat 42 36.35 11.06 26 -22 -35
lon -118 -76.22 40.35 99.5 150 150

CESM2 155 -204 486 748 123 168
GISS-E2-1-G -36 -119 -18 1246 -39 60

IPSL-CM6A-LR 40 -184 255 91 -58 -357
NorESM1-F 109 -78 337 322 168 110

MMM 67 -146 265 602 49 -5
Recon.∗ 234 250 308 -351+ 898 1482

∗Regions, sites and reconstructed anomalies were taken from Salzmann et al.
(2008);
+ Site in Yunnan combines the three sites described in Kou et al. (2006).

the magnitude of reconstructed temperature change at proxy sites (Figure 5.1 and

Figure 5.2). Sites in the tropical oceans show relative better agreement between

model and data. However, models underestimate the warming in high latitudes

and especially in upwelling region along the western coastline of southern Africa.

The underestimation in the reduction of temperature gradients shown by proxy data

in midPliocene-eoi400 has persisted since PlioMIP1. Ensemble mean changes in

surface air temperature (midPlioccene-eoi400 - piControl) and spreads across the

ensemble in DJF (Figure 5.1c,d) are similar to those shown in annual ones. During

JJA, Arctic amplification is weaker than annual and DJF and more consistent across

the ensemble, while the SH polar amplification is stronger with larger variation

across the simulations (Figure 5.1e,f).

5.2.2 Precipitation response

Changes in annual and seasonal mean precipitation rate in PlioMIP2 (Figure

5.3a,c,e) show a redistribution of precipitation, although the change varies in each

simulation (Figure 5.3b,d,f). Figures 5.3 and 5.4 show that the midPliocene-eoi400

precipitation is stronger over high latitudes, tropical Pacific Ocean, Asia and North

Africa extending to North Atlantic Ocean and Indian Ocean in the NH. mPWP pre-

cipitation is reduced over subtropical oceans, tropical North America and subtropi-

cal southern Africa as compared to the piControl. The drier tropical and subtropical
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Figure 5.3: Annual and seasonal mean precipitation change (mm d−1 in the
midPliocene-eoi400 simulations. Same as Figure 5.1 but for precipitation.
Shaded circles in panel (a) are reconstructed mean annual precipitation anoma-
lies chosen from Salzmann et al. (2008). See Section 5.1.3 for details.
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SH agrees with the finding in Pontes et al. (2020), which states that warming in-

duced interhemispheric temperature gradient intensifies energy flux across the equa-

tor that shifts the ITCZ northward and weakens and displaces the STCZ in the SH

polewards. The spatial pattern (Figure 5.3) indicates changes in the Hadley circula-

tion that are influenced by the reduced meridional temperature gradient. Changes in

precipitation over the tropical Atlantic Ocean and monsoon regions varies through-

out the year depending on the shift in the ITCZ (although these are considerble

spread across the ensemble.

Comparing to reconstructed mean annual anomalies at sites (Salzmann et al., 2008),

both PlioMIP1 and PlioMIP2 fail to reproduce the magnitude of mPWP precipita-

tion anomalies or even simulate opposite change. None of the midPliocene-eoi400

simulations captures the much wetter Australia suggested by proxy data suggest that

Australia was wetter in the mPWP. Proxy data suggest drier Yunnan, china that was

shown in PlioMIP1, while the four PlioMIP2 simulations all show precipitation in-

crease over the region. Simulations also fail to reproduce the precipitation increase

over East USA and they all even simulate a decrease instead. Meanwhile, though

both responding to high CO2 forcing, future precipitation change is projected to be

wetter getting wetter and drier getting drier (Lee et al., 2021) instead of becoming

wetter as during the mPWP, which can be explained by the weaker atmospheric

circulation and moisture transport during mPWP induced by the decreased equator-

to-pole temperature gradient than in future projections (Burls et al., 2017).

During DJF, precipitation is stronger over Australia, middle Africa and South Amer-

ica except Borborema Plateau and eastern Asia, and is weaker over southern Africa

and Borborema, tropical North America, Arabian Peninsula and India (Figure 5.3b).

The largest spread across the ensemble occurs over Maritime Continent (Figure

5.3d). During JJA, midPliocene-eoi400 precipitation over tropical Americas and

Maritime Continent (Figure 5.3b) is less than the piControl. Precipitation over

northern Africa, southern and eastern Asia and tropical Atlantic Ocean in the NH in-

creases during boreal summer in the midPliocene-eoi400 simulations (Figure 5.3e),

though with significant differences over the tropical across the ensemble (Figure
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Figure 5.4: midPliocene-eoi400 zonal mean precipitation change in (a) mm d−1 and (b)
percent change relative to the piControl.

5.3f).

5.2.3 midPliocene-eoi400 vs PlioMIP2

The PlioMIP2 ensemble includes results of 16 models (Haywood et al., 2020). Here

only includes results of 4 models due to the availability on the ESGF, having a

size being merely one fourth of PlioMIP2. The main features of the midPliocene-

eoi400 ensemble in this work are similar to PlioMIP2 (Figure 5.5). Both ensembles

show similar spatial patterns and magnitude of multi-model mean change and multi-

model spread in temperature and precipitation. The PlioMIP2 ensemble estimates

that the GMST of midPliocene-eoi400 is 3.18 °C, ranging from 1.73 to 5.17 °C with

a standard deviation of 1.08°C, warmer than the piControl (Haywood et al., 2020).

Though only 4 simulations are analysed here, they show a warming of 3.01 °C with
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Table 5.3: Comparison of change in mPWP global mean annual mean surface temper-
ature and annual mean precipitation between midPliocene-eoi400 ensemble
and PlioMIP2 ensemble published by Haywood et al. (2020)

Ensemble midPliocene-eoi400 PlioMIP2 (Haywood et al., 2020)
Size 4 models 16 models

Temperature (°C ) p = 0.80
MMM 3.01 3.18
stddev 1.45 1.08
max 4.95 (CESM2) 5.17 (CESM2)
min 1.73 (NorESM1-f) 1.73 (NorESM1-f)

Precipitation (mm d−1) p = 0.78
MMM 0.18 0.19
stddev 0.10 0.08
max 0.31 (CESM2) 0.37 (CCSM4-Utr)
min 0.07 (GISS-E2-1-G) 0.07 (GISS-E2-1-G)

a range of 1.73 to 4.95 °C with a standard deviation of 1.45°C (Table 5.3), which

have similar average and range as the PlioMIP2 and the difference is not significant

(p = 0.80). Furthermore, the model that simulates the largest warming (CESM2) and

that which simulates the smallest (NorESM1-f) are the same in the two ensembles.

The difference in standard deviation here is due to the size of PlioMIP2 ensemble

is larger than here. Zonal averaged temperature change at 1° latitude band gives

similar trend as p values fall within a range of 0.51 to 0.99, which gives no sig-

nificant difference. As for change in precipitation, all models produce an increase

in global mean annual mean precipitation. GISS-E2-1-G simulates the smallest

change in both ensembles at 0.07 mm d−1. The midPliocene-eoi400 produces an

increase in precipitation at 0.18 mm d−1 with a standard deviation at 0.10 mm d−1,

which is 0.01 mm d−1 lower PlioMIP2 (stddev = 0.08 mm d−1) and the difference

is not significant (p = 0.78) between the two ensembles. Therefore, though the

midPliocene-eoi400 ensemble has a smaller size than PlioMIP2, it can in some way

reflects the features shown in PlioMIP2.
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Figure 5.5: Comparison between midPliocene-eoi400 annual mean surface tempera-
ture anomaly (°C) and PlioMIP2 published in Haywood et al. (2020). (a)
multi-model mean anomaly computed from midPliocene-eoi400 simulations
and (b) multi-model spread shown as standard deviation. (c,d) Corresponding
anomaly and spread published in Haywood et al. (2020).

Figure 5.6: Same as Figure 5.5 but for annual mean precipitation anomaly (mm d−1).
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Figure 5.7: Mean global monsoon domain (contour) and changes in monsoon sum-
mer rain rate (shading) in mm d−1 in the PMIP4-CMIP6 midPliocene-
eoi400 ensemble. The red solid and pink dotted contour shows the boundary
of multi-model mean global monsoon domain computed for PMIP4-CMIP6
midPliocene-eoi400 and piControl simulations, respectively. The identification
of the monsoon domain follows the description in Section 2.5.3.
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Figure 5.8: Relative change in regional monsoon diagnostics See Section 2.5.3 for a de-
scription of the diagnostic.

5.2.4 Monsoon response

In the midPliocene-eoi400 simulations, the monsoon is changed in response to

global warming forced by higher atmospheric CO2. The higher warming in the NH

than SH alters temperature gradients (Section 5.2.1) and shifts the ITCZ northward

leading to an influence over monsoon affected regions. As shown in Figure 5.3a,

the annual mean mPWP precipitation enhances over some monsoon regions (in-

cluding western and northern Africa, India, East and Southeast Asia and Australia)

and weakens over others (including northern and southern America and southern

Africa). Monsoons are enhanced and expanded over North Africa, South Asia, East



5.2. Results from midPliocene-eoi400 simulations 168

Asia, Australia in the midPliocene-eoi400 simulations as compared to the piControl

(Figure 5.7). The enhancement agree with the finding in earlier studies based on

PlioMIP1 simulations (e.g. Li et al., 2018). Loess in China provides abundant data

for an intensified EAS via carbon isotope (Wang et al., 2022a) and particle size

and its composition (Xiong et al., 2010; Ding et al., 2005). The largest relative in-

crease in precipitation occurs in EAS with an ensemble increase of 10.76% (Figure

5.8). Wang et al. (2019b) conclude enhanced EAS during mPWP via δ 13C and C4

grass pollen. They point out the influence of the location of the ITCZ on monsoon

precipitation, supported by Section 5.2.2. NAF shows that largest ensemble mean

expansion at 26.16%, which contributes to the largest increase in cumulative rain-

fall at 30.47% (Figure 5.8). Lake records from the US showing wetter-than-modern

condition during mPWP (Ibarra et al., 2018), but all four models show reduction in

the NAMS. The precipitation changes over SAF show a dipole pattern as increased

over northern part while decreased in the south (Figure 5.7). This compensation

results in nearly no change in SAF (Figure 5.8). Compensation also occurs over

SAMS (Figure 5.7), but the reduction is limited to a small region in the east and

there is a overall increase in cumulative rainfall (Figure 5.8). The strengthening in

SAMS here conflicts with the conclusion of weakened SAMS from earlier studies

(e.g. Li et al., 2018). All PlioMIP1 models produce weakened SAMS while only

55% of PlioMIP2 models show weakening (Pontes et al., 2020) due to change in

boundary condition of soil in which PlioMIP1 applied modern soil distribution and

that had changed to reconstructed mPWP distribution. 2 out of 4 models in the

midPliocene-eoi400 ensemble produce reduced precipitation in SAMS but only 1

model (GISS-E2-1-G) simulates contraction and it simulates the largest increase in

precipitation. The results of SAMS here may be limited by the size of the ensemble

and the choice of the members. However it must be ruled that these are generally

the more sophisticated climate medels.



5.3. Effects of idealised aerosol scenarios on mPWP climate 169

5.3 Effects of idealised aerosol scenarios on mPWP

climate
s Both PlioMIP1 and PlioMIP2 have failed to reproduce the mean annual temper-

ature and precipitation change shown by reconstructions (Section 5.2.1), which

implies that models might not include some important mechanisms or the proto-

cols might fail to prescribe some important boundary conditions. The effect of

prescribed soil distribution on SAMS response mentioned in above (Pontes et al.,

2020) reveals the importance of correct boundary condition. Prescribed forcing

could be a source of uncertainty in simulating climate response (Feng et al., 2019).

Currently, mPWP simulations use modern-day or pre-industrial aerosol concentra-

tion that may differ from the conditions during mPWP. This implies that aerosol

effects may be one of the possible explanation for the mismatch between recon-

structions and simulations. However, little research has tried to understand aerosol

effects in Pliocene (e.g. Unger and Yue, 2014). More attention in palaeoclimate

studies relevant to aerosols has been paid to the Last Glacial Maximum (LGM)

period when the global dust cycle was enhanced (Lambert and Albani, 2021).

Mineral dust could alter the radiation budget and amplify polar temperature when

dispersing in the atmosphere (Lambert et al., 2013) and could affect the oceanic

biogeochemical cycle with soluble Fe aerosol entering the Southern Ocean (Con-

way et al., 2015). Unger and Yue (2014) found the importance of aerosol and

chemistry-climate feedbacks in modelling Pliocene climate, as the aerosol cooling

compensates 15-100 % of the warming induced by high CO2 while chemistry-

climate feedback warms the climate with the magnitude of 30-250% of the CO2

induced warming. Sagoo and Storelvmo (2017) found that dust indirect effects

could explain some of the mismatch between model and data for LGM and mPWP.

They used a new empirical parameterisation for ice nucleation on dust particles

to investigate radiative forcing RF induced by different dust loading from low to

high. Results showed that increased dust reduces the size of ice crystals in clouds

while increasing their number. This increases the shortwave cloud RF, thus, cooling

surface temperature and amplifying polar warmth (Sagoo and Storelvmo, 2017).
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Due to the lack of reconstructions of aerosol loadings, most modelling studies set

aerosol concentration same as present-day condition (e.g. Yan et al., 2016) or pre-

industrial levels (Zheng et al., 2019), or use idealised aerosol scenarios (Sagoo and

Storelvmo, 2017). In order to further investigating the potential effect of aerosol

on mPWP climate, here I analyse two Pliocene simulations with different aerosol

scenarios (Feng et al., 2019), one with pre-industrial aerosol concentrations and one

with present-day aerosol concentrations (Lamarque et al., 2010). The simulations

were performed by Dr. Ran Feng on the Cheyenne and Yellowstone provided by

NCAR’s Computational and Information Systems Laboratory in Boulder, Colorado

in the USA. They have been used to analyse the effects of aerosol-cloud interactions

on mPWP seasonally sea ice-free Arctic (Feng et al., 2019).

5.3.1 Methods

The simulations were performed by Dr. Ran Feng, which have been used to analyse

the effects of aerosol-cloud interactions on mPWP seasonally sea ice-free Arctic

(Feng et al., 2019). Simulations were performed with the Community Earth System

Model version 1.2 (CESM1.2; Hurrell et al., 2013) composed of Community At-

mospheric Model version 5.3 (CAM5.3; Martinez, 2012), Parallel Ocean Program

version 2 (POP2; Danabasoglu et al., 2012), Community Land Model version 4

(CLM4; Oleson, 2010) and Community Ice Code version 4 (CICE4; Holland et al.,

2012). Atmosphere and land components have 0.9° x 1.25° resolution, and ocean

and sea ice components have a ∼1° resolution. CAM5.3 includes more aerosol-

cloud interactions and a more reasonable aerosol distribution as compared to other

models. Compared to observations, CAM5.3 simulates too strong response in cloud

radiative to aerosol changes (Martinez, 2012). Meanwhile, freezing on soot and in-

soluble aerosols in mixed phase clouds and cloud-borne aerosols in convective

clouds is not simulated heterogeneously. The 3-mode version of modal aerosol

module (MAM3; Liu et al., 2012b) is used as the aerosol micro-physical scheme

for long-term climate simulations in this study, which uses Aiken, accumulation

and coarse modes to solve number and size concentration of internal condensation
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and coagulation of different species among modes. Assumptions and limitations of

MAM3 are described in Liu et al. (2012b).

The experiments were branched from an existing CCSM4-PlioMIP1 simulation

at model year 500 (Rosenbloom et al., 2013). Differences and similarities be-

tween CESM1 and CCSM4 are summarised in Meehl et al. (2013). The key

differences occur in CAM5 which has new aerosol scheme, inclusion of aerosol-

cloud-interactions, and more realistic boundary layer and radiation (Meehl et al.,

2013; Martinez, 2012). Boundary condition were set up based on PlioMIP1 (Hay-

wood et al., 2011, see Section 5.1).

Two pollutant scenarios were applied to CESM1.2. One is a pre-industrial pollutant

scenario (hereafter referred as to Plio Pristine, which can be treated as equivalent

to a PlioMIP1 simulation) Lamarque et al. (2010) provided an gridded (0.5° x 0.5°)

emission dataset, including reactive gases and aerosols, that covers the historical

period from 1850 to 2000. The aim of this dataset is to provide consistent gridded

emissions for CMIP5 models to use in running chemistry model simulations that

would contributed to the assessment in IPCC AR5. The other aerosol scenario is

an industrial pollutant scenario (hereafter referred as to Plio Polluted) that added

2000s emissions from Lamarque et al. (2010) to the pre-industrial pollutants.

Each experiment runs for another 300 model years from the CCSM4-PlioMIP1

simulation. The final 100 model year runs show a quasi-equilibrium state. Results

are shown as the difference between the averaged annual means of the last 100

years. Effects of removing pollutants are conducted by compare the Plio Pristine to

the Plio Polluted, i.e. Plio Pristine - Plio Polluted.

5.3.1.1 Evaluating Plio Pristine

Figure 5.9 shows the changes in surface temperature and precipitation between

mPWP and pre-industrial (hereafter referred as to PI). CESM results capture both

reduced meridional and zonal temperature gradients, as Figure 5.9a shows greater

positive temperature change occurring in eastern Pacific Ocean and in high latitudes

shown in the PlioMIPs. However, CESM simulations underestimate the magnitude
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Figure 5.9: Mean annual (a) surface air temperature (SAT) in °C and (b) precipitation
(PR) in mm d−1 change (Plio Pristine - PI). Shaded circles are reconstructed
SST anomalies (see Section 5.1.3).

of reduction in both SST gradients during the mPWP as compared with recon-

structed SST changes (Figure 5.9a), which is also underestimated in the PlioMIP2

and simulations (Haywood et al., 2020) but the difference is smaller than that in

the CESM simulations. Reconstructed SST anomalies show much higher warming

by 5°C and 6°C warmer than CESM simulation in high latitudes (40 - 80 °N) in

North Atlantic Ocean and along the western coastline of South Africa. Overrall,

the results from this experiment generally agree with the annual mean SAT anoma-

lies from PlioMIP1, PlioMIP2 and midPliocene-eoi400 (Section 5.2.1). However,

PlioMIPs produce higher warming in the mPWP, particularly in higher latitudes in

Northern Hemisphere that show better match with proxy reconstructions than the

single CESM simulation.

Comparing to the PI, the Plio Pristine annual mean precipitation increases over
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tropical Pacific Ocean and decreases over the adjacent latitudes (Figure 5.9b). Over

the Atlantic Ocean, precipitation reduces in most regions except a narrow band

near West Africa along the Equator. Opposite changes occur in the Indian Ocean

on the either side of Equator. CESM simulations capture the right trends shown

by reconstructed data, but in general underestimate the magnitudes, particularly

in Australian sites (Figure 5.9). The precipitation anomalies from this experiment

simulate the overall increase within the tropics and the decrease in the sub-tropics,

unlike the multi-model means from PlioMIP1 (Haywood et al., 2013) and PlioMIP2

(Haywood et al., 2020). The CESM simulations generally underestimate both the

magnitude and the area range of precipitation anomalies within the Atlantic Ocean.

Over the Pacific Ocean, this experiment simulates a narrow band with negative

precipitation anomaly, which is not shown by the two PlioMIPs. Over the Indian

Ocean, the experiment simulates increase precipitation in the southern tropics,

which is opposite to the midPliocene-eoi400 results (Section 5.2.1).

The following results may be model-dependent, as the experiments used idealised

aerosol scenarios and runs were branched from an earlier CCSM4-PlioMIP1 sim-

ulation. CCSM4 overestimates SST anomalies in the SH, but underestimates that

in the Northern Hemisphere (Rosenbloom et al., 2013), as compared to PRISM3

reconstructed data. So, the CESM1 runs started from a less warm Northern Hemi-

sphere. The underestimated warming in the Northern Hemisphere may be able to

explain that the positive SAT anomalies in this study is weaker than the multi-model

means from PlioMIP1. The atmospheric model, CAM, had been updated to include

aerosol-cloud interactions from CAM4 to CAM5 (Meehl et al., 2013) from CCSM4

to CESM1. CAM4 only includes aerosol direct effects (Gent et al., 2011), while

CAM5 includes both direct and indirect aerosol effects (Hurrell et al., 2013). How-

ever, according to an earlier comparison (Meehl et al., 2013), CESM1 has higher

equilibrium climate sensitivity (0.9 °C higher) and transient climate response (0.6

°C higher) than CCSM4 (Meehl et al., 2013), which requires greater climate system

response to forcings and feedbacks from aerosols. These differences could also

affect our results in this study. Further work is required to analyse these problems.
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Figure 5.10: Annual and seasonal surface air temperature change in °C. (a, c, e) are
annual, DJF and JJA temperature change (Plio Pristine - Plio Polluted). (b,
d, f) are the ratio of annual, DJF and JJA temperature changes by remov-
ing anthropogenic aerosols to by applying PlioMIP1 boundary conditions, i.e.
(Plio Pristine - Plio Polluted) / (Plio Pristine - PI). Shading (dashed lines)
marks where the ratio is greater than 1 or smaller than -1, i.e. where removing
anthropogenic emissions is more important than changes in boundary condi-
tions on affecting local temperature.

5.3.2 Effects of removing anthropogenic aerosols on tempera-

ture

Aerosol effects contribute a negative forcing on climate (see Section 1.2.3). There-

fore, reducing atmospheric aerosols are expected to warm the climate. By re-
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moving present-day anthropogenic aerosols from atmosphere (i.e. Plio Pristine -

Plio Polluted), annual mean temperature increases globally by 0.84 °C (Feng et al.,

2019), which is close to the estimated modern cooling contributed by aerosols at

0 - 0.8 °C in IPCC AR6 (IPCC, 2021d). The impact is strongest in high latitudes

and over NH continents where aerosol concentration are higher (Figure 5.10a). The

spatial pattern of change in annual mean temperature shows that temperature rises

about 0.4 - 1.0 °C in tropical Pacific Ocean and causes more warming by increas-

ing 1.0 - 1.4 °C in subtropical Pacific and the upwelling region in eastern Pacific

(Figure 5.10a), which therefore reduces both meridional and zonal temperature

gradients in Pacific Ocean.In future, global warming (particularly in the NH) would

be enhanced by removing emitted aerosols. However, though removing aerosols

could bring further warming, mPWP warming is dominantly induced by changes in

boundary conditions rather than aerosols (Figure 5.10b) as removing anthropogenic

aerosols only causes more warming than the mPWP boundary conditions over

Northeastern Pacific and high-latitude North Atlantic Ocean. Similarly, changes

in boundary conditions are relative more important than aerosol effects in mPWP

warming during DJF and JJA (Figure 5.10c to f).

5.3.3 Effects of removing anthropogenic aerosols on the hydro-

logical cycle

Precipitation responds to the removal of aerosols in a more complex manner, but

most changes occur in regions of deep convection (Figures 5.11). By removing

industrial pollutants, precipitation increases near the Equator (dominant in NH) and

decreases in subtropics, indicating northward, narrower and stronger convection.

Some of the changes in precipitation over Asia are a direct consequence of the

high anthropogenic emissions in the region, and so would likely not occur in the

Pliocene through uncertainty in natural aerosols. Anthropogenic aerosols causes

southward shift of ITCZ (Ridley et al., 2015; Voigt et al., 2017), thus, removing hu-

man induced aerosols should lead to a more northward shift ITCZ, which is shown

in results in this study. CMIP5 model simulations show that future ITCZ would
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become narrower and weaker under global warming (Byrne and Schneider, 2016).

Figures 5.11 agrees that the warmer climate would have a narrower ITCZ. The

pattern of changes in precipitation strength matches the temperature change, which

agrees with Berg et al. (2013) as higher temperatures cause stronger convective

precipitation. In northern tropics, anthropogenic aerosols have caused a reduction

of rainfall through twentieth century (Ridley et al., 2015), so precipitation should

increase after removing aerosols from the atmosphere. However, CMIP5 model

simulations show that future ITCZ would become weaker through this century as

responding to further warming (Byrne et al., 2018). Actual changes in the strength

of ITCZ need further discussion through analysis of additional variables. In DJF,

precipitation increases in South Africa, most of the equatorial Asian-Pacific region,

and the eastern equatorial Pacific (Figure 5.11c). Precipitation in JJA increases

along equator, in E and SE Asia, and in North America while decreases in Pacific

Ocean adjacent to precipitation increased region (Figure 5.11e). Large reduction in

JJA precipitation also shows in southern Indian Ocean, South Atlantic Ocean, and

along the coastline of West Africa and eastern coastline of South America.

Removal of human-induced aerosol emissions causes more precipitation change

than the applied mPWP boundary condition over subtropical Pacific Ocean and

South Atlantic Ocean, Indian Ocean and Southeast Asia (Figures 5.11b, d and

f). Figure 5.12 shows the relative importance of removing anthropogenic aerosols

and mPWP boundary conditions on mPWP zonal mean precipitation change. The

ratio indicates that aerosol forcing is more important than the mPWP boundary

conditions (including high CO2) affecting the precipitation in the tropics, which

could imply the importance of aerosol scenario in future projection about tropical

precipitation. Studies suggest that anthropogenic aerosols cause the southward shift

of the ITCZ, weaken the Hadley circulation and reduce the precipitation in deep

convective areas in response to the NH cooling induced by aerosols (Hwang et al.,

2013; Wang et al., 2019a).

The overall uniform warming over tropical and subtropical regions (Plio Pristine -

PI and Plio Pristine - Plio Polluted) result in general increase in sea level pressure
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Figure 5.11: Annual and seasonal precipitation change (mm d−1). Same as Figure 5.10
but for precipitation.

and have relatively small effects on surface wind, while removing anthropogenic

aerosols rises the sea level pressure and have much stronger effects on surface wind

that shows seasonal variances (Figure 5.13).

5.3.4 Effects of removing anthropogenic aerosols on monsoon

Results from the above show that the idealised removal of anthropogenic aerosols

from mPWP climate makes little difference to temperature, but it clearly affects

tropical precipitation where most of the monsoon-affected regions are located in.

This implies that the choice of prescribed aerosol scenario could affect mPWP
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Figure 5.12: Relative importance of removing anthropogenic aerosols and mPWP
boundary conditions on mPWP zonal mean precipitation change. The
ratio is computed as ((Plio Pristine - Plio Polluted) / (Plio Pristine - PI)).

monsoon response.

Figure 5.14 shows changes in the global monsoon domain and summer rain

rate during the mPWP (Plio Pristine - PI) and effects of removing anthropogenic

aerosols (Plio Pristine - Plio Polluted). The boundary of global monsoon domain

in the Plio Pristine simulation (red contour in Figure 5.14) is similar to that in PI

(black), as well as in Plio Polluted (blue). Less change in these boundaries implies

that removal of anthropogenic aerosols has little effect on the location of monsoon

domain boundary. Though not affecting the boundaries, removing anthropogenic

aerosols changes the spatial land monsoon precipitation. IPCC AR6 Chapter 8

(Douville et al., 2021) states that anthropogenic aerosol emission in the NH partly

caused the global land monsoon precipitation reduction during 1950s to 1980s. At

regional scale, aerosol emissions induced by human caused decreases in monsoon

precipitation over western Africa and eastern and southern Asia by cooling the

climate over the 20th century. In contrast, removing aerosol emissions is expected
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Figure 5.13: Changes in annual and seasonal sea level pressure (hPa) and surface wind
(m s−1) in Plio Pristine (a,b,c) and Plio Polluted (d,e,f) relative to PI, and by
removing aerosols (Plio Pristine - Plio Polluted; g,h,i).

to reduce the cooling effect induced by the aerosol emissions and increase the pre-

cipitation over western Africa and eastern and southern Asia during local monsoon

seasons. Figure 5.14b shows the increase in monsoon summer rain rate over the

three regions agreeing with the logic. The result here is consistent with projected

future monsoon enhancement, as global and Asian summer monsoon precipitation

is likely to increase by 2050s due to the expected reductions in anthropogenic

aerosol emissions (Wilcox et al., 2020). Though this study used idealised aerosol

scenario that could not occur during mPWP, it reveals the importance of prescribed

aerosol scenario on simulating mPWP monsoon response.
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Figure 5.14: Changes in monsoon summer rain rate (mm d−1 (a) during the mPWP
(Plio Pristine - PI) and by removing anthropogenic from the atmosphere
(Plio Pristine - Plio Polluted). Black, red and blue contours represent the
boundary of the global monsoon domain following Wang et al. (2014b) in PI,
Plio Pristine and Plio Polluted respectively.

5.4 Conclusion

PlioMIPs provide realistic mPWP boundary conditions with CO2 level at about

400 ppmv. Available reconstructed data from PRISM4 allow to test and evaluate

possible scenarios with high CO2 concentration. Temperature response shows the

warming, polar amplification and reduced temperature gradients similar to pre-

cious PlioMIP1 (Haywood et al., 2020). Changes in the spatial pattern of surface

temperature have impacts on precipitation. As expected, the midPliocene-eoi400

simulations show increase in mean annual and seasonal precipitation in the trop-

ics and high latitudes and a decrease in the subtropics relative to the piControl.

The large increase in JJA precipitation over NH continents comes from stronger

NH monsoons over Aisa and Africa. The monsoon in northern Australia is also

stronger in the midPliocene-eoi400 simulations. However, both PlioMIP1 and

PlioMIP2 fail to reproduce the magnitude of reduction in temperature gradients as
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suggested by reconstructions. They are also unable to reproduce the changes in

mean annual precipitation, although the data quality and quantity is not as good as

for temperature.

Using unrealistic prescribed forcing could be a source of uncertainty. The protocol

of midPliocene-eoi400 prescribed pre-industrial aerosols, which might be a possible

explanation to the mismatch between model and data. A set of existing simulations

with two idealised aerosol scenarios (Feng et al., 2019) are analysed to the effect

of aerosol on mPWP climate response. In contrast to GHGs warming the climate,

aerosols cool the climate. The idealised experiments introduced in this chapter

are used to analyse the effect of removing anthropogenic aerosols from the mPWP

climate, though they have some limitations. As expected, mean annual temperature

increases globally and and particularly in the NH due to asymmetrical emissions

concentrating in the NH, agreeing with the findings from an earlier studies (e.g.

Samset et al., 2018), in which several models have been applied to test removing

all anthropogenic emission under present-day conditions. Removal of industrial

polluting effects also causes asymmetric changes in precipitation. Aerosols have

more impacts on annual and seasonal precipitation over the tropics and subtropics

than the mPWP boundaries. Precipitation increases over eastern and southern Asia

and western Africa during monsoon seasons after removing the aerosols. Though

not affecting the location of monsoon domain boundary, removal of anthropogenic

aerosol change the precipitation within the domain. Though the aerosol scenarios

are ideal that could not occur during mPWP, it reveals the importance of prescribed

aerosol scenario on simulating mPWP monsoon response.



Chapter 6

Discussion

So far, previous chapters have analysed the climate response to various forcings in

three past warm periods. In this chapter, I will bring the results from the previous

chapters together to compare and contrast the climate response to different forcings.

Additional discussion about the aerosol effects on the mPWP climate will not be

presented here, as the idealised experiments are specific to the analysis in Chapter

5.

First two sections compare the climate response between experiments. Section 6.1

firstly compares the climate response in the midHolocene ensemble with those in

the lig127k ensemble, because both experiments were designed to examine the cli-

mate change in response to different orbital forcing. In order to reduce the impacts

of using different model members and different control simulations, here I use the

subset of 14 models that have performed the both experiments (see Table 2.2 for

the member list). Section 6.2 then compares the climate response to orbital forcing

in the two ensembles with the response to increased atmospheric CO2, by just the

4 models that have performed the midPliocene-eoi400 simulations. All the three

experiments show mismatches between the simulated anomalies and these recon-

structed from proxy data. Section 6.3 discusses the possible reasons causing the

mismatches in this PMIP generation. Section 6.4 focuses on the limitation in this

work and discusses the potential improvements in next PMIP generation. A brief

conclusion is given at the end as Section 6.5.
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Figure 6.1: Comparison between the latutide-daily insolation anomaly at 6 ka (MH)
and 127 ka (LIG) relative to 1850CE (PI), and the difference between the
two periods. (a) Change in insolation between LIG and MH. Date starts from
March 21st , i.e. the vernal equinox,to remove the uncertainties in calendar
correction. The black dashed lines show the start day of each month at 1850 CE
and the green and orange dotted lines show that at 6 ka and 127 ka respectively,
which illustrate the effect of orbital changes on calendar. (b) Change in zonal
averaged annual mean insolation; changes and relative changes in 30° zonal
bands in the (e,f) NH and (g,h) SH.

6.1 Climate change response to orbital forcing

The Last Interglacial (LIG at 127 ka) and mid-Holocene (MH at 6 ka) were charac-

terized by orbital configuration different to that at 1850 CE. The orbit at 6 ka was

characterised by larger obliquity and its perihelion occurred near the boreal autumn

equinox rather than near the boreal winter solstice at PI. The eccentricity at 6 ka

was similar to PI. The orbit at 127 ka was characterised by larger eccentricity than

the PI and its perihelion occurred close to the boreal summer solstice. The obliquity

at 127 ka was also larger than at PI but the increase was slightly smaller than at 6
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Figure 6.2: Zonal mean temperature change in the midHolocene (green) and lig127k
(orange) simulations of (a) annual, (b) seasonality, (c) JJA, and (d) DJF. Solid
lines are multi-model means with shading showing standard deviation. The
seasonality is computed as the difference in mean temperature between the
warmest month and the coldest month (MTWA - MTCO).
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ka. Both periods were characterised by receiving more insolation at the top of the

atmosphere (TOA) in the NH (less in the SH at 6 ka) during JJA and less incoming

solar radiation in both hemispheres during DJF as compared to 1850 CE (Figure

6.1).

The major difference between the protocols of the midHolocene and lig127k exper-

iments comes from their prescribed orbital parameters (Otto-Bliesner et al., 2017a).

A comparison between the climate change in the midHolocene and lig127k simula-

tions provides a chance to examine the sensitivity of climate to these parameters.

Changes in obliquity bring an increase in the annual mean insolation in high lati-

tudes and a decrease at low latitudes in both periods (Figure 6.1b). The change in

annual mean insolation was greater at 6 ka, as it had a larger obliquity than at 127ka.

The MH insolation increase at high latitudes was roughly 4.3 W m−2 greater than at

0 ka and 0.3 W m−2 greater than at 127 ka. The tropical decrease in the annual mean

insolation at 6 ka was -1.0 W m−2, while the decrease at 127 ka was -0.6 W m−2

relative to that at 0 ka (Figure 6.1). Though annual mean insolation anomaly at 6 ka

was stronger than at 127 ka, changes in annual mean surface temperature in the mid-

Holocene simulations are weaker than the lig127k simulations (Figure 6.2a). This

interesting contrast suggests that there must be other important processes besides

direct response to insolation anomalies, for example, the ocean memory (Marino

et al., 2015; Govin et al., 2012) and polar amplification with smaller and thinner sea

ice in the Arctic (Serreze and Barry, 2011). Previous studies suggest the memory

in the ocean of the H11 event (Marino et al., 2015; Govin et al., 2012) led Southern

Ocean warming and North Atlantic Ocean warming at the time (Stone et al., 2016;

Holloway et al., 2018), although such memory is unlikely to be captured by the

timeslice experimental design used here.

In contrast to the stronger annual mean insolation anomalies, the seasonal cycle of

changes in insolation induced by orbital forcing at 127 ka was stronger than that at 6

ka (Figure 6.1) as a result of a larger eccentricity and the position of perihelion near

boreal summer solstice. Comparing to 1850 CE, the NH summer insolation anoma-

lies was 5-10% greater at 6 ka and roughly 10-15% greater at 127 ka. Both periods
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saw the greatest seasonal changes in high latitudes in both hemispheres. In the SH,

the magnitude of insolation change at 6 ka was again weaker than at 127 ka, and the

anomalous insolation anomalies were shifted to austral spring. In response to the

prescribed orbital forcing, both midHolocene and lig127k ensembles show strong

seasonal variations in surface temperature as compared to the piControl (Figure

6.2), with a larger temperature change in the lig127k simulations. Both ensembles

show an increase in seasonality in the NH and the greatest change occurring at about

40–55°N, but the change is significantly greater in the lig127k ensemble at 5.7°C

than the 2.1°C in midHolocene (Figure 6.2b). There appears to be an important

threshold of 27°C. South of 27°N, the zonal mean JJA temperature change is posi-

tive in the lig127k simulations but negative in the midHolocene, though the change

in both ensembles is smaller than 0.5°C. However above 27°N, both ensembles

show positive change in zonal mean JJA temperature, with the lig127k (at 2.75°C)

being warmer than the midHolocene (at 0.80°C). The greatest lig127k JJA warm-

ing occurs near 50°N at 3.85°C, which is higher than the maximum temperature

increase in the midHolocene at 1.21°C occurring around 65 to 68°N. The ensem-

ble mean DJF zonal-averaged temperature change relative to piControl is negative

south of 69°N for both lig127k and midHolocene and the anomaly is stronger in the

lig127k. Though the insolation anomalies are negative in high latitudes in the NH in

both periods (Figure 6.1c,d), both ensembles provide positive temperature change

(lig127k at 1.31°C and midHolocene at 0.48°C). The Arctic warming during boreal

winter could be explained by the maintenance of positive DJF surface temperature

anomalies in Arctic as the result of the memory of cryosphere and ocean feedbacks

(Serreze and Barry, 2011).

The seasonal cycle in insolation anomaly and the consistency in temperature change

in both the midHolocene and lig127k simulations indicate that CMIP6 models can

produce temperature response to insolation anomalies induced by various orbital

forcings, which was a purpose of the design of the two experiments (Otto-Bliesner

et al., 2017a; Kageyama et al., 2018). Proxy data suggest that the GMST (129-

125 ka) was 1.0-1.5°C higher than the PI, which overlaps with the low end of the
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temperature range projected under SSP1-2.6 for the end of of 23rd century (Gulev

et al., 2021). The possibility of simulating LIG climate change could test the models

used for future projections, though the major forcing are different. However, both

the midHolocene and lig127k ensembles cannot fully reproduce the magnitude of

warming suggested by proxy data (see Sections 3.6 and 4.5 in earlier chapters). This

mismatch in both ensembles implies that there must be some important processes,

at global and/or regional scales, that have not been included in the experimental

design or that are missed or poorly presented in the physical schemes of models.

For instance, both experiments prescribed ice sheets as being same as the piControl

(Otto-Bliesner et al., 2017a). Under Arctic amplification, the Greenland Ice Sheet is

likely to retreat and becomes thinner, which will effect local albedo and meltwater

discharge and therefore affects temperature, sea level, ocean circulation etc. The

reconstructed LIG cooling in the Nordic Seas and south of Greenland was likely

associated meltwater from ice sheets over Scandinavia and Canada (Barlow et al.,

2018; Otto-Bliesner et al., 2021), which the lig127k simulations did not incorporate

this meting and show warming in the region.

Though the response in precipitation to orbital forcing is complex (Sections 3.3.2,

3.3.3 and 4.3), both the midHolocene and lig127k simulations produce enhanced

and expanded NH monsoons and weakened and constricted SH monsoons (Figure

6.3). Nonetheless the direction of the changes are the same across both experi-

ments. The magnitude of most monsoon change in the lig127k is more than twice

larger than that in the midHolocene and the difference is significant in most of the

regional monsoons (Figure 6.3f). The only exception is that the lig127k ensemble

produces a smaller reduction in domain averaged rain rate (Figure 6.3b) over south-

ern Asia monsoon than the midHolocene, but the difference is not significant and

are less consistent across the simulations. Relative changes in the inter-annual vari-

ability of domain-averaged rain rate (Figure 6.3b) and areal extent (Figure 6.3d) are

less consistent across the ensembles, but the lig127k simulations generally produce

a stronger signal than the midHolocene simulations. Those models that produce

large variability in one regional midHolocene monsoon does not necessarily pro-
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Figure 6.3: Relative changes in midHolocene and lig127k regional land monsoons. (a)
The change in area-averaged precipitation rate during the monsoon season. (b)
Change in the standard deviation of interannual variability in the area-averaged
precipitation rate.(c) The change in the areal extent of the regional monsoon
domains. (d) Change in the standard deviation of interannual variability in the
areal extent. (e) The percentage change in the total amount of water precipitated
in each monsoon season computed as (a) x (c). Panel (f) shows the comparison
between PMIP4 midHolocene and lig127k. For each grid box, the number
before “|” is p-value and the number after “|” is the ratio of the diagnostic
computed by PMIP4 LIG / PMIP4 MH.
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Figure 6.4: NAF expansion in the PMIP4-CMIP6 midHolocene and lig127k ensembles.
(a) The poleward boundary of NAF in the midHolocene, lig127k and piControl
simulations and the expansions. (b) Relationship between the northward shift
of the poleward boundary in the two ensembles. Red line shows the linear
regression. The poleward boundary of NAF is calculated by determining the
change in latitude where the zonal mean summer (MJJAS) rain rate equals 2
mm d−1 over the North Africa (15°W–30°E).

duce large variability in other monsoons, but there is large chance that they do pro-

duce large variability in that same monsoon in lig127k. In summary, both ensembles

are able to produce enhanced monsoons in the NH and weakened monsoons in the

SH and the signal is larger in the lig127k, which agrees with the monsoon theory

response to the insolation-driven changes in seasonal temperature (Schneider et al.,

2014). This indicates that all models produce the same large-scale redistribution

of moisture by the atmospheric circulation, though they still fail to reproduce the

magnitude of changes (Sections 3.4.2 and 4.3). Changes in mid-Holocene global

monsoon are primarily driven by changes in atmospheric circulation (D’Agostino

et al., 2019, 2020), which could imply that the lig127k monsoon changes are also

associated with atmospheric dynamics.

The most pronounced changes in both ensembles occur over North African mon-

soon (NAF). All lig127k and midHolocene simulations show increased rain rate,

areal extent and cumulative rainfall than the piControl simulations (Figure 6.3a).

There is a significant relationship (p = 0.001, R2 = 0.61) between the NAF ex-
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pansion (relative to the piControl) in the midHolocene and the lig127k simulations

(Figure 6.4b), with best fit of the lig127k experiment being 1.2 x the midHolocene

with an offset of 2.45°. This relationship could potentially help to estimate the NAF

expansion during the LIG from the MH reconstructed precipitation anomalies, due

to the lack of proxy data at the LIG. Figures 6.4 and 6.3 show that the ensemble

averaged enhancement and expansion in the lig127k ensemble are outside of the

range of rain rate and areal extent changes in the midHolocene. There are 14 mod-

els that have completed both lig127k and midHolocene simulations, and on average

both lig127k and midHolocene ensembles produce NAF northward extension (Fig-

ure 6.4). All lig127k simulations and 11 out of the 14 midHolocene simulations

provide NAF northward expansion relative to the piControl. Only CESM2, EC-

Earth3-LR and NorESM2-LM simulate MH NAF retreat rather than expansion. 13

out of the 14 models simulate greater NAF expansion in the lig127k simulations

than the midHolocene simulations, with FGOALS-g3 being the only model with a

larger NAF expansion during the MH.

Both the midHolocene and the lig127k simulations usually show a large underesti-

mation in the experiments as compared to reconstructions (Sections 3.4.2.2 and 4.3)

and this mismatch has existed since the beginning of PMIP (e.g. Joussaume et al.,

1999; Harrison et al., 2015). Both protocols applied prescribed modern vegetation

cover (Otto-Bliesner et al., 2017a) and most models did not turn on dynamic vege-

tation scheme through running simulations. The mismatch implies the importance

of including schemes of dynamic vegetation or using prescribed MH/LIG vegeta-

tion cover. Earlier studies suggested that simulated precipitation changes at the

mid-Holocene show better agreement with reconstructions if the models have in-

teractive vegetation or use more realistic vegetation cover over the Sahara (e.g. Lu

et al., 2018; Swann et al., 2014b; Pausata et al., 2016; Gaetani et al., 2017; Messori

et al., 2019), though the mismatch between simulations and reconstructions still ex-

ists. Vegetation schemes of the PMIP4-CMIP6 models and importance of dynamic

vegetation should be further investigated.
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6.2 Climate change responding to different types of

forcings
The mPWP, LIG and MH were three past warm periods that offers possible sys-

tems to simulate future global warming. Unlike the strong seasonal variations

with small annual means change in the midHolocene and lig127k simulations in

response to orbital forcings, the midPliocene-eoi400 simulations produce more

change in annual mean variables mainly responding to high CO2 forcing, and the

patterns of seasonal changes are similar to those in annual changes (Figures 6.5).

The midPliocene-eoi400 simulations see strong polar amplifications in both hemi-

spheres. This contrasts to the SH polar cooling during DJF in the midHolocene

and lig127k simulations. Meanwhile, there is nearly no change in seasonality in

the midPliocene-eoi400 between 60°S and 70°N and significant reduction in polar

latitudes (Figure 6.5). The magnitude of annual mean surface temperature change

over land is greater than over the ocean in all three ensembles (Figures 3.3, 4.3 and

5.1). Changes in land-sea temperature contrast and polar amplification result in

changes in precipitation and monsoons.

The response of monsoons in the midPliocene-eoi400 simulations are different

to those in the other two ensembles (Figure 6.6). All the three periods show en-

hanced monsoons over northern Africa and eastern Asia. The decreased North

American monsoon (NAMS) in the midPliocene-eoi400 shows opposite signal

to the NAMS enhancement shown in the midHolocene and lig127k. In the SH,

changes are less robust than in the NH. The midPliocene-eoi400 simulations pro-

duce enhanced regional monsoons, while the midHolocene and lig127k simulate

weakened monsoons. The mechanism behind monsoon changes during the three

periods are different as well. D’Agostino et al. (2019, 2020) state that monsoon

changes under RCP8.5 are likely driven by thermodynamics and net energy input.

As the high CO2 concentration is also a major forcing in the midPliocene-eoi400,

it implies that is different to the mechanisms are operating than in the midHolocene

and lig127k (which monsoon change is mainly driven by dynamic component

D’Agostino et al., 2019, 2020). As discussed in Chapters 3 to 5, all midHolocene,
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Figure 6.5: Similar to Figure 6.2 but also includes midPliocene-eoi400 simulations.
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Figure 6.6: Similar to Figure 6.3 but also includes midPliocene-eoi400 simulations.
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Figure 6.7: Sources of uncertainty to address the mismatch between model and data.
The PMIP triangle (Haywood et al., 2013) was established to assess the causes
of disagreement between model and data. It has been reformulated into a pen-
tagram as being suitable for transient simulations to examine major long-term
and abrupt climate transitions (Ivanovic et al., 2021).

lig127k and midPliocene-eoi400 simulations cannot fully reproduce the magnitude

of change suggested by proxy data. These mismatches indicate that the models

used in future projections cannot produce the climate response to various types of

forcing correctly. Further improvements are required.

6.3 Data-model mismatch in PMIP simulations and

potential improvements

All the ensembles in this work show some mismatches between models and data.

Simulated anomalies cannot always reproduce the magnitude of the reconstructed

anomalies or may even show an opposite change. The cause of the mismatch is

rarely obvious and can be difficult to quantitatively attribute. Haywood et al. (2013)

summarise the key findings in PlioMIP1 and highlight the complexity of under-

standing data–model mismatch via the PMIP triangle (as shown in Figure 6.7a).

The PMIP triangle illustrates the possible uncertainties in modelling (from model

structure and parameter), proxy data (from analysing, and temporal and spatial)

and boundary conditions (from prescribed forcings like orbital parameters, GHGs,
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topography and aerosols etc.). To understand the cause of mismatch between model

and data and reduce the disagreement requires the balance of the three sources of

uncertainty. This has subsequently been developed to subdivide both the model

and data uncertainty (Ivanovic et al., 2021). As the ensembles here do not look at

perturbed physics, it is not possible to consider structural uncertainty separately.

Among the three palaeo warm periods, mid-Holocene is closest to modern. The

dominant forcing during this period came from orbit parameters, which can be

computed quite accurately and precisely from equations (Berger, 1978; Laskar

et al., 2004, 2011). The topography during the mid-Holocene was very similar to

its present-day conditions. Therefore, using PI topography as prescribed boundary

conditions should lead to relative small contribution to uncertainty. However, the

midHolocene set the vegetation and aerosols prescribed same as piControl in Tier 1

simulations (Otto-Bliesner et al., 2017a) instead of mid-Holocene condition or us-

ing dynamic vegetation scheme. This set-up misses the ‘Green Sahara’ (e.g. Pausata

et al., 2016) and real dust (e.g. Messori et al., 2019) that have significant effects

on climate during the periods, which would produce further northward extension

of the NAF if included in simulations, and reduce the underestimation in NAF ex-

pansion. There is substantially more proxy data available during the mid-Holocene

than at earlier times. Prescribed GHGs used realistic values reconstructed from ice

cores. Temporal and spatial uncertainty in proxy data is small in reconstructions

of mid-Holocene climate. Nonetheless the coverage of MH reconstructions are

concentrated in Europe while sparse or even missing in other regions especially in

tropic and the SH (e.g. Bartlein et al., 2011). This means that the reconstruction

could miss some important regional changes leading to biases in reconstructing

global properties. The midHolocene ensemble cannot fully reproduce the magni-

tude of warming suggested by proxy data (see Chapter 3). This mismatch implies

that there must be some important processes, at global and/or regional scales, that

have not been included in the experimental design or that are missed or poorly pre-

sented in the physical schemes of models. The agreement in precipitation between

model and data is complex, and midHolocene simulations are likely to underesti-
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mate the enhancement in North African monsoon (Harrison et al., 2015; Brierley

et al., 2020), which is a longstanding issue in the development of the PMIP (Liu

et al., 2021). Palaeoclimate simulations are usually performed with a low on resolu-

tion in order to reduce computing cost, which might fail to represent sub-grid scale

features that are important in climate processes. Decision on prescribed boundary

conditions in protocols could have impacts on the accuracy of producing palaeo

climate (Ivanovic et al., 2021). Besides the limitation in resolution, biases in the

piControl (in Chapter 2) suggest that models miss or poorly describe some key

aspects of climate dynamics.

The Last Interglacial is a period similar to the mid-Holocene though with stronger

orbital forcing (Figure 6.1). The design of lig127k protocol is similar to mid-

Holocene as setting the orbital forcing and GHGs to 127 ka condition and prescrib-

ing other boundary conditions same as piControl. Therefore many uncertainties in

the boundary conditions for the midHoloce experiment also apply to the lig127k

experiment. The magnitude of uncertainties in those conditions set same as the

piControl might even be larger than the midHolocene, as logically the difference

between 127 ka and present should be larger than 6 ka. The availability of LIG

proxy data is less than the MH and comes with large chronological uncertainty.

Reconstructed LIG temperate anomalies are mainly SSTs, yet with large gaps in

tropical Pacific Ocean. Temperature proxy data are missing over land. The coverage

of reconstructed temperature is poor and misses many important regional features

shown in the simulations. Meanwhile, though there is a new LIG precipitation

compilation (Scussolini et al., 2019), large proportion of the data only qualitatively

reflects the magnitude of precipitation change by category (strong, weak or no

change) instead of giving quantitative change that could be used to evaluate the

magnitude of mismatch.

Studies suggest that biases in the control simulation affect the climate change in

response orbital forcing during the LIG and MH (e.g. Harrison et al., 2014; Ohgaito

and Abe-Ouchi, 2009). This implies that bias in the CMIP6 piControl should also

influence the response to the PMIP4-CMIP6 midHolocene and lig127k orbital forc-
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Figure 6.8: Comparison between the mismatch between the simulated and recon-
structed anomalies (mismatch = (midHolocene - piControl) - reconstruc-
tion) and the bias in piControl simulations as compared to the observation
(bias = piControl - GPCP observation) during the mid-Holocene. (a) The
difference between the mismatch and the bias (mismatch - bias). (b) The ratio
between the mismatch and the bias (mismatch / bias). See Chapter 2 for the
details of the observation. See Chapter 3 for the details of the reconstruction.
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Figure 6.9: Site-level comparison between the mismatch between the simulated and
reconstructed anomalies and the bias in piControl simulations as compared
to the observation during the LIG. (a) The difference between the mismatch
and the bias (mismatch - bias). (b) The ratio between the mismatch and the
bias (mismatch / bias). Calculation follows the equations described in Figure
6.8 caption. See Chapter 2 for the details of the observation. See Chapter 4 for
the details of the reconstruction.
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ing. The PMIP4–CMIP6 models individual models do not have neither consistent

cooler/warmer bias in temperature nor wetter/drier bias in precipitation across the

globe. However, they are in general cooler than the observations, especially over

NH land and oceans and at the poles during winter (Figures in Section 2.3.1 and

Appendix A).

This suggests that models with a small bias in piControl do not necessarily simulate

better MH and/or LIG climate. It also implies that other factors like component

setup (e.g. dynamic vegetation, aerosols, and clouds) and prescribed setup (veg-

etation cover, aerosols) affect the regional direct and indirect response to orbital

forcing. However, though AWI-ESM-1-1-LR, AWI-ESM-2-1-LR, MPI-ESM1-2-

LR and NESM3 include interactive vegetation, they do not have smaller bias or

produce better simulated climate change than other models. Further studies are re-

quired to explore the relationship between PI bias and simulated climate response,

although it does suggest incorporating palaeoclimates in the model development of

timing process might help.

Besides the uncertainty from modelling, the contribution of the uncertainties during

mPWP is different to MH and LIG. The dominant forcing during mPWP is the high

atmospheric CO2 concentration. Unlike the midHolocene and lig127k experiments

that prescribed many boundary conditions same as the piControl, the midPliocene-

eoi400 experiment (within PlioMIP2 Haywood et al., 2016b) prescribed boundary

conditions (see Chapter 5) from Dowsett et al. (2016) based on mPWP proxy data

PRISM4. Chronology becomes important to raise confidence in that proxy data

are reconstructed at the same time slab. The reconstructed temperature anomalies

during the mPWP are only available over the oceans, and with poor coverage (Fo-

ley and Dowsett, 2019; Dowsett et al., 2013). The gaps of coverage would raise

difficulty in understanding the regional climate and building the pattern of change

at global scale. Therefore, Dowsett et al. (2016) and Haywood et al. (2020) focused

on comparison between model and data at sites. Site-level comparison is further

affected by how the models could simulate regional-scale change. Haywood et al.

(2020) suggest that the notable mismatch in the Benguela upwelling arises from
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low resolution climate models having difficulty in simulating the thermocline depth

structure and cloud-surface temperature feedbacks in the region. The importance of

the uncertainties varies for different periods.

Uncertainty in model structure and parameter (Figure 6.7) exists in all simulations.

Though the latest state-of-art climate models are powerful tools to represent the

physical, chemical and biological processes in climate system, they are still limited

by the understanding of earth system and the possibility to represent the processes

(Palmer and Bjorn, 2019; Bjorn and Sandrine, 2013), as well as the high com-

puting cost (Shukla et al., 2010). Models raise uncertainty when downscaling to

simulate regional response and the processes smaller than the size of a grid are

parameterised. This would bring uncertainty in site-level data-model comparison,

as proxy data reflect local change. The uncertainty from the design of the PMIP4

protocols and its magnitude varies across periods, but in general it depends on how

the prescribed boundary conditions could represent the real condition at the time

slice, which limited by our understanding of the process in the past and the quality

of proxy data used as reference. For example, the data-model mismatch over the

North African monsoon in the midHolocene and lig127k simulations highlighted

the importance of including dynamic vegetation and the usage of MH and LIG veg-

etation cover. It deserves further development to appropriate schemes of dynamic

vegetation in the next generation of climate models, including the use of Earth

System models (ESMs), and include them in PMIP5 experiments.

Besides vegetation, aerosols such as dust is also an important factor, as shown

by Chapter 5. Braconnot et al. (2021) studied the importance of dust forcing in

the midHolocene simulations via three dust sensitivity experiments that applies no

dust, the pre-industrial and the mid-Holocene dust distribution according to Albani

et al. (2015). Their results highlighted the importance of dust patterns in simulating

mid-Holocene climate change. The quality of proxy data is mainly limited by poor

coverage and chronological uncertainty. Proxy distribution and the composition of

the dataset also affects the reconstructed anomalies especially those global averaged

anomalies that are computed by taking the average of site-level proxy data with the



6.4. Limitations and future work 201

consideration of latitudial distribution.

So far, PMIP has focused on equilibrium simulations that produce global-scale spa-

tial patterns of climate at a specific and precise time slice. However, reconstructions

show the temporal evolution of climate at a sites. As discussed earlier, the differ-

ence between simulation and reconstruction raise challenge for PMIP. Transient

simulations offer a chance to deal with the challenges. Though not analysed in

this work, transient simulations have been completed and published in this cycle of

CMIP for long-term and abrupt climate transitions. Ivanovic et al. (2021) highlight

the importance and challenge in future PMIP with the development in the integra-

tion of transient simulations for addressing.

6.4 Limitations and future work

This thesis was not able to include all the analyses that were initially planned, and

further work would help refine some aspects.

The ensemble mean analysis in this work was conducted by directly taking the av-

erage of all simulations in the ensemble, following the method used in earlier CMIP

and PMIP analysis (e.g. Braconnot et al., 2000, 2007; Harrison et al., 2014). This

computation is based on the assumptions that all models contributing to the ensem-

ble are independent and their outputs are equally good. However, in reality, some

models use the same or similar components (see Appendix A) or the simulations

have differing levels of bias from observations. For example, FGOALS-f3-L and

UofT-CCSM4 were developed based on CCSM4 and NorESM2-LR is built on the

structure and many components of CESM2. This would rise the weight of CESM2

and its predecessors in computing the ensemble means. Touzé-Peiffer et al. (2020)

questioned the ensemble analysis of CMIP outputs, as the interpretation of model

results are often solely based on simulations without considering the schemes and

parameterisation in models.

Combining multi-periods can help to examine whether a change is a common fea-

ture or is specific in response to the forcing driving the simulation, as demonstrated
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by the three warm periods analysed here. It would be possible to include additional

warm periods, for example the early Eocene at roughly 50 million years ago with

high atmospheric CO2 concentration between 900 and 2500 ppmv (Lunt et al.,

2012a, 2017, 2021). Burke et al. (2018) suggested that the climate under the Rep-

resentative Concentration Pathway 4.5 (RCP4.5) produces the conditions similar to

Pliocene by 2040s and then persists, and the climate under RCP8.5 produces the

Pliocene-like conditions by 2030s and the Eocene-like by 2150s.

The analysis in this work was conducted based on monthly mean surface air tem-

perature and precipitation rate and was focused on the changes in temperature,

precipitation and monsoons characteristics. D’Agostino et al. (2019, 2020) show

the benefit of more sophisticated analysis to learn the mechanisms and processes

behind the changes. Future work could analyse other variables like surface wind,

vertical velocity and/or latitude-averaged meridional flow over monsoon sectors,

because they are important factors affecting monsoon features and/or their changes

are associated with changes in monsoons. Relationships with other features such as

ENSO (Brown et al., 2020) could be analysed as well.

The previous section mentioned the potential use of transient simulations. Includ-

ing the published transient simulations should be really helpful to explain some

data-model mismatch and expand the findings in this work (Ivanovic et al., 2021).

A series of studies use transient simulations and improve our knowledge about

long-term and abrupt change in the past and investigate the factor driving the

change (Bader et al., 2020; Crétat et al., 2020). The well-agreed long-term cooling

trend between 8 and 3 ka from marine proxies published by Marcott et al. (2013)

was largely affected by the reconstructed SSTs from mid-latitudial North Atlantic

Ocean. The cooling trend has been supported by proxy reconstructed GMST by

Kaufman et al. (2020a) but is in contrast to the warming suggested by the surface

temperature reconstructed based on pollen(Marsicek et al., 2018). Osman et al.

(2021) resolve global surface temperature since 24 ka via paleoclimate data as-

similation combining both climate model simulations and proxy data to produce

proxy-constrained full-field reanalysis of surface temperature change that show
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steady warming during the Holocene contrast to Marcott et al. (2013). Bader et al.

(2020) produce transient simulations covering 6ka to 1850CE via model MPI-ESM.

Their results mode suggest that the cooling in Marcott et al. (2013) was biased to-

wards the summer season as the reconstructed temperature anomaly from marine

proxy is similar to the global mean temperature computed from monthly maxi-

mum instead of monthly mean. Besides investigating the reason behind data-model

mismatch, transient simulations could also be used to examine which forcing the

climate change is sensitive to. Braconnot et al. (2019a) characterise the multiscale

variability of Indian and West African monsoon during the last 6 thousand years.

Their results show that orbital forcing drove the trying in Indian and West African

monsoon through the Holocene, while the Indian monsoon is more sensitive to

change in GHGs. Crétat et al. (2020) studied the Indian monsoon in transient

global simulations, confirmed the finding of Indian monsoon in Braconnot et al.

(2019a), and suggested that ENSO and IOD drove the variability in the Indian

monsoon at interannual-to-decadal scale through the Holocene.

6.5 Conclusion

This chapter brings together the analyses performed on individual periods. A com-

parison between the response to various orbital forcings in the midHolocene and

lig127k simulations provides a chance to examine how climate would respond to

two different radiative forcing changes with other forcings similar to those present.

Both the midHolocene and lig127k ensembles show strong seasonal variations rel-

ative to the piControl in response to various orbital forcing. As expected, both

ensembles produce warming in NH high latitudes during boreal summer and in-

creased seasonality. Monsoons are enhanced in the NH and weakened in the SH

in both ensembles. The magnitude of changes in lig127k simulations is greater

that in the midHolocene, agreeing with the stronger orbital forcing during LIG than

MH. Both ensembles produce the NAF expansion and the relationship between the

poleward extension in the lig127k and midHolocene gives a linear fit.
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The patterns of temperature, precipitation and monsoon response in the

midPliocene-eoi400 simulations are different to those in response to orbital forc-

ings, showing global warming and polar amplification in both hemispheres through-

out the year and enhanced regional monsoons except NAMS. All the three ensem-

bles underestimate the polar amplification suggested by proxy data.

The contribution of different sources of uncertainty varies during different periods.

The quality of the simulations in all the three experiments are influenced by the pos-

sibility of climate models to represent the processes in climate. For MH and LIG,

uncertainties in prescribed boundary condition like not using appropriate vegetation

dominates the uncertainty raising from modelling. Poor spatial coverage of proxy

data limits the strength of the conclusion. For the mPWP, as well as these uncertain-

ties, reconstruction chronology is also important. For this work, the assumptions

applied in the ensemble analysis ignore the common history of in models. Evalua-

tion of model performance is limited by the coverage of proxy data. The last two

sections also give potential improvements, such as applying more realistic boundary

condition and including dynamic vegetation in the next generation of PMIP. These

two sections also highlight the benefit of involving transient simulations.
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Conclusion

The climate in past warm periods was different from present-day or historical pe-

riod, upon which climate model are trained. This offers the chance to test the per-

formance of climate models to the out-of-sample boundary conditions and forcings

(e.g. Harrison et al., 2014, 2015; Schmidt et al., 2014a). PMIP4 is an endorsed

model intercomparison project of CMIP6 that has contributed to the assessment in

several chapters of the latest IPCC AR6 (IPCC, 2021d; Gulev et al., 2021; Eyring

et al., 2021; Forster et al., 2021; Douville et al., 2021; Fox-Kemper et al., 2021).

The previous chapters have analysed the climate response (focused on monsoons)

to different forcings based on the simulations of three PMIP4 experiments – (mid-

Holocene, lig127k and midPliocene-eoi400 (also called PlioMIP2 in the literature).

This chapter summarises the progress made within this dissertation.

This work applied an analysis process (Chapter 2) that can be used as a general

method for ensemble analysis based on PMIP/CMIP simulations that have been up-

loaded onto the Earth System Grid Federation (ESGF; Balaji et al., 2018) stored

in a CMIP standard format. The whole process from downloading files from the

ESGF to plotting the final analysis and the relevant scripts have been published in

the peer-reviewed journal Geoscientific Model Development as Zhao et al. (2022).

The chapter also discussed the bias in the piControl simulations which indicates the

challenge to sufficiently represent the climatic processes in models and how these

biases could potentially explain the mismatch in the data-model comparison.

The mid-Holocene climate response to orbital forcing has been an experiment since



206

the beginning of the PMIP (Joussaume et al., 1999) and kept contributing to the eval-

uation model performance in the last three major assessments of the IPCC (Jansen

et al., 2007; Flato et al., 2013; Eyring et al., 2021). The results of the PMIP4-

CMIP6 midHolocene simulations (Chapter 3) demonstrate expected response in an-

nual and seasonal temperature and precipitation change responding to the seasonal

variation in insolation anomalies induced by orbital forcing, enhanced monsoons

in the Northern Hemisphere and weakened monsoons in Southern Hemisphere in

both experiments, agreeing with the findings in preceding the PMIPs. However,

the ensemble underestimates some climate features such as Arctic warming, the

northward extension of the North African monsoon and are not able to fully repro-

duce the precipitation change over Europe. Mismatches between reconstructions

and simulations could be explained by the inappropriate parameterisation schemes

in models including vegetation, ocean circulation or melt water and/or the bound-

ary conditions described in the protocols. As the midHolocene experiment has been

included in the last three phases of the PMIP, it offers a good chance to evaluate the

improvements between the protocols of different PMIP phases, and the generations

of climate models if their previous generations have contributed to previous PMIP

midHolocene ensembles. Chapter 3 gave a comparison between the PMIP3-CMIP5

and PMIP4-CMIP4 midHolocene ensembles. Results found no significant differ-

ence between the two generations. Those PMIP4-CMIP6 models having previous

generations contributing to the PMIP3 (PMIP3-CMIP5 models) do not necessary

perform better then the previous generations.

The PMIP4-CMIP6 lig127k experiment was designed to address the climate re-

sponses to a stronger orbital forcing than the midHolocene experiment. The results

of lig127k simulations (Chapter 4) show strong seasonal changes in temperatures

and precipitation. Monsoons are enhanced in the NH during boreal summer and

weakened in the SH during austral summer, in line with the change in insolation.

The patterns of change are similar but stronger than those in the midHolocene sim-

ulations (see Chapter 6 for a comparison). Analysis in Chapter 4 has different focus

to the Chapter 3, which aimed to address how the quality of model’s lig127k simula-
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tion relates to its climate sensitivity, and if models perform better with the inclusion

of dynamic vegetation. Results show that models with a high climate sensitivity do

not capture the last interglacial climate than those with low one. The four models

with dynamic vegetation do not perform better than others.

The results in Chapter 5 demonstrate warming, polar amplification and reduced tem-

perature gradients in the midPliocene-eoi400 simulations, which also show wetter

tropics, drier subtropics and an enhancement in all regional monsoons except over

North America. However, the persistent mismatch between simulations and re-

constructions suggests that some mechanisms behind the mPWP warming remain

unknown. Idealised experiments with different aerosol scenarios demonstrate that

aerosol forcing could be a source of uncertainty. Removal of aerosol effects also

causes asymmetric changes in precipitation and it has a stronger effect on annual

and seasonal precipitation over the tropics and subtropics than the mPWP bound-

ary conditions. Precipitation increases over eastern and southern Asia and western

Africa during monsoon seasons after removing the aerosols. Results highlight the

potential importance of aerosol uncertainty in simulating the mPWP climate.

Chapter 6 discussed the climate response across different time periods firstly. The

lig127k simulations show stronger signal than the midHolocene, which is in line

with the stronger orbital forcing during the LIG. Response in the midPliocene-

eoi400 simulations are different to the midHolocene and the lig127k with different

mechanisms. Orbital forcing change the dynamic compoent in monsoon, which

high CO2 alters thermodynamics and net flux. All the three ensembles in this work

show mismatch between model and data. The contribution of different source of

uncertainty varies during different periods. For MH and LIG, uncertainties in pre-

scribed boundary condition like not using appropriate vegetation dominates the un-

certainty raising from modelling. Poor spatial coverage of proxy data limits the re-

sults. For the mPWP, besides these uncertainties, reconstruction chronology is also

important. Improvements in the next generation of PMIP could be done by apply-

ing more realistic boundary condition and including dynamic vegetation. Involving

transient simulations could be another improvement. For this work, including more
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paleo periods and more variables should be able to improve the finding in this work.

Despite those limitations, this thesis, for the first time, combines such a large num-

ber of PMIP4 simulations of three past warm periods to improve our understanding

of palaeo-monsoons, and to evaluate the performance of current state-of-art mod-

els. It provides an integrated picture of past monsoon behaviour across these latest

palaeoclimate simulations. The findings from this thesis, combined with future

work, improve our understanding of monsoon forced responses and could help to

ensure that the next generation of climate models provides more confident projec-

tions of future climate change.



Appendix A

Chapter 2 SI

A.1 PMIP3-CMIP5 model description

A.1.1 BCC-CSM1.1

BCC-CSM1.1 is a GCM developed by the Beijing Climate Center at China Meteo-

rological Administration. This model uses BCC AGCM2.1 with prescribed aerosol

(Wu, 2012) as its atmospheric component with a T42 resolution with 26 vertical

levels. The land surface component is BCC AVIM1.0 (Wu, 2012), and the sea ice

component uses the GFDL Sea Ice Simulator (SIS; Winton, 2000). The ocean com-

ponent MOM4-L40 (Griffies et al., 2005) includes ocean biogeochemistry (BGC),

and uses a tripolar grid with an 1° resolution in the meridional direction in the

tropics enhanced to 1/3° at the Equator. Detailed description of the model can be

found in Xin et al. (2013).

A.1.2 CCSM4

CCSM4 (Gent et al., 2011) was developed by the US National Center for Atmo-

spheric Research (NCAR) along with contributions from the academic community.

It consists of an atmospheric component, CAM4, with interactive aerosols (Neale

et al., 2010), a land component, CLM4, (Oleson, 2010), the ocean component is

a modified version of POP2 (Danabasoglu et al., 2012) and the sea ice compo-

nent is CICE4 with modifications as well (Holland et al., 2012). CAM4 uses an

atmospheric resolution of 0.9° by 1.25° with 27 vertical levels. CCSM4 has an
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oceanic resolution of nominal 1° (1.125° in longitude and 0.27-0.64° in latitude)

with 60 vertical levels. Gent et al. (2011) provides a description of CCSM4 in detail.

A.1.3 CNRM-CM5

CNRM-CM5, developed by the CNRM-GAME and CERFACS institutes in France

(Voldoire et al., 2013), consists of the ARPEGE-Climat version 5.2 with prescribed

aerosol as its atmospheric component that operates on a T127 triangular truncation

within the model (equivalent to 1.4° by 1.4°) with 31 levels (Voldoire et al., 2013),

the SURFEX interface as the ocean-atmospheric fluxes and land surface component

(ISBA scheme; Voldoire et al., 2013), TRIP as the river routing and water discharge

component, NEMO v3.2 as the ocean component using a resolution of 2.1° with 42

levels (Madec, 2008) and GELATO v5 for its sea ice (Salas-Melia, 2002; Voldoire

et al., 2013). Component models are coupled through OASIS v3 for every 24 hours,

and a detailed description can be found in Voldoire et al. (2013).

A.1.4 CSIRO-MK3.6.0

The Queensland Climate Change Centre of Excellence and Commonwealth Scien-

tific and Industrial Research Organisation developed CSIRO-MK3.6.0 model (Rot-

stayn et al., 2012). As described in Gordon et al. (2002) and Gordon et al. (2010),

CSIRO-MK3.6.0 includes components of atmosphere with interactive aerosols ,

land surface , sea ice and a modified MOM2.2 as its ocean component. The at-

mospheric component uses a resolution of spectral T63 (1.875° x 1.875°) with 18

vertical levels, and the ocean component uses 0.9° x 1.875° with 31 levels.

A.1.5 CSIRO-MK3L v1.2

CSIRO-Mk3L v1.2 (Phipps et al., 2012) uses a reduced resolution of the atmo-

sphere, land and sea ice models used by the CSIRO Mk3 coupled model, and the

ocean model taken from the CSIRO Mk2 coupled model. It was developed pri-

marily for millennial-scale climate simulation and palaeoclimate research. The
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atmospheric and ocean resolution are both 5.625° and ∼ 3.18° in horizontal direc-

tion with 18 vertical levels in the atmosphere and 21 vertical levels in the ocean.

A.1.6 EC-Earth2.2

EC-Earth was developed based on the operational seasonal forecast system of the

European Centre for Medium-Range Weather Forecasts (ECMWF) (as described

in detail in Hazeleger et al., 2012). The model has the IFS c31r1 atmosphere

model with prescribed aerosols (Hazeleger et al., 2012). The ocean model is

NEMO ecmwf, which uses a resolution of 1° tripolar curvilinear grid with 30 ver-

tical levels (Hazeleger et al., 2012). HTESSEL (Balsamo et al., 2009) and LIM2

(Fichefet and Maqueda, 1999) are included as the land surface and sea ice compo-

nents.

A.1.7 FGOALS-g2

The Flexible Global Ocean–Atmosphere–Land System model was developed by the

Institute of Atmospheric Physics at Chinese Academy of Sciences (CAS) and Ts-

inghua University in China. Detailed description can be found in Li et al. (2013a).

This model consists of GAMIL2 (Li et al., 2013a) as the atmospheric component

with a semi-interactive aerosols, CLM3 (Oleson, 2010) as the land component, the

LASG/IAP Climate System Ocean Model version 2 (LICOM2; Liu et al., 2012a)

as the oceanic component and CICE4-LASG (Liu, 2010) as the sea ice component.

The atmospheric resolution is 2.8125° x 2.8125° with 26 layers, and the oceanic

resolution is 1° refining down to 0.5° in the tropical region with 30 levels.

A.1.8 FGOALS-s2

FGOALS-s2 is the spectral version of the FGOALS model developed by the In-

stitute of Atmospheric Physical at Chinese Academy of Sciences. Detailed de-

scription can be found in Bao et al. (2010, 2013). Its atmospheric component uses

SAMIL2.4.7 with semi-interactive aerosol (Liu et al., 2013; Bao et al., 2010), and
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has a resolution of 2.81° lon x 1.66° lat (R42) with 26 vertical layers. This model

uses the same oceanic component as FGOASL-g2 (Lin et al., 2013) but with IAP-

OBM for ocean BGC (Xu et al., 2012). The sea ice component is Community Sea

Ice Model version 5 (CSIM5; Briegleb et al., 2004).

A.1.9 GISS-E2-R

GISS-E2-R is one of the long running series of models developed by the NASA

Goddard Institute for Space Studies in the USA (Schmidt et al., 2014b). The GISS

ModelE2 version was developed from the ModelE version (Schmidt et al., 2006).

Schmidt et al. (2014b) documented the changes in ModelE2 to the previous Mod-

elE. ModelE2 has three versions of AGCMs (designed to fit the physics index (1,

2 and 3) in the CMIP5) and two OGCMs. GISS-E2-R model is designed by Mod-

elE2 AGCM being coupled to Russell OGCM (Schmidt et al., 2014b). The NINT

model version of the AGCM, identified as p1 (physics index = 1) in the CMIP5

archive, has prescribed the mass of radiatively active atmospheric constituents and

the magnitude of the aerosol indirect effect (Miller et al., 2014). The land surface

model, consisting of soil, canopy and snowpack, was developed from Rosenzweig

and Abramopoulos (1997) by applying new algorithms for the underground runoff

computation, having a new vegetation canopy conductance scheme and implement-

ing a three-layer snow model (Schmidt et al., 2014b). GISS-E2-R uses a ocean

resolution of 1° lat by 1.25° lon with 32 levels, and a atmospheric resolution of 2°

lat by 2.5° lon with 40 vertical levels.

A.1.10 HadGEM2-CC

HadGEM2-CC was developed by the UK Met Office Hadley Centre (Collins et al.,

2011; Martin et al., 2011). The model consists of the land surface component (Es-

sery et al., 2003), the sea ice component (McLaren et al., 2006), the atmospheric

component HadGAM2 (Davies et al., 2005) with interactive aerosol (Bellouin et al.,

2011) and atmospheric chemistry (Martin et al., 2011), and the oceanic component
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(Johns et al., 2006) including ocean BGC (Halloran, 2012). The atmospheric reso-

lution is N96, 1.25° x 1.875° (lat x lon) (Johns et al., 2006). Both the atmosphere

and ocean models have 60 vertical levels.

A.1.11 HadGEM2-ES

HadGEM2-ES is another version of HadGEM2 (Collins et al., 2011) that has sim-

ilar design as HadGEM2-CC, but it includes enhanced atmospheric chemistry as

described in O’Connor et al. (2009). Both atmospheric and oceanic resolutions are

also different from HadGEM2-CC. HadGEM2-ES uses the same horizontal resolu-

tion in atmosphere in HadGEM2-CC but reduces the vertical levels to 38 (Davies

et al., 2005). The horizontal oceanic resolution is N180, 1° between 30° and 90°N/S

and the meridional resolution is increased to 1/3° at the Equator. The number of

vertical layers is 40.

A.1.12 IPSL-CM5A-LR

IPSL-CM5A-LR is the low resolution version of IPSL-CM5A developed by the

Institute Pierre Simon Laplace (IPSL) in France (Dufresne et al., 2013). It includes

LMDZ5A (Hourdin et al., 2013) with semi-interactive aerosol as its atmospheric

component, and uses a resolution of 1.9° x 3.75°. This model also includes the

land component ORCHIDEE (Krinner et al., 2005), the ocean component (Madec,

2008) using a resolution of 2 x 2-0.5° ORCA2 with 31 vertical levels with ocean

BGC (PISCES; Aumont et al., 2003) and the LIM2 sea ice component (Fichefet

and Maqueda, 1999) model.

A.1.13 MIROC-ESM

MIROC-ESM was developed by University of Tokyo, the National Institute for En-

vironmental Studies, and the Japan Agency for Marine-Earth Science and Technol-

ogy (Watanabe et al., 2011). It uses MIROC-AGCM as the atmospheric component

(Watanabe et al., 2008) and SPRINTARS for aerosol (Takemura et al., 2005, 2009).
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The land component uses MATSIRO (Takata et al., 2003). COCO3.4 (Hasumi, H.,

Emori, 2004) is used as the ocean and sea ice components and NPZD-type (Schmit-

tner et al., 2005) as oceanic BGC. The atmospheric resolution uses T42 (2.8125 x

2.8125°) with 80 levels, and the oceanic resolution uses 1.4° (in zonal) x 0.5 - 1.4°

(in meridional) with 44 levels.

A.1.14 MPI-ESM-P

MPI-ESM-P (Giorgetta et al., 2013) was developed by Max Planck Institute for

Meteorology in Germany. This model uses ECHAM6 (Stevens et al., 2013) with

prescribed aerosol as its atmosphere model, JSBACH (Reick et al., 2013) as the

land surface model, MPIOM (Jungclaus et al., 2013) as the oceanic component

with HAMOCC ocean BGC (Ilyina et al., 2013). Sea ice is also included (Notz

et al., 2013). The atmospheric resolution is approximately 1.8° (T63) with 47 ver-

tical levels, and the oceanic resolution is 1.5° in average (GR15) with 40 vertical

levels.

A.1.15 MRI-CGCM3

MRI-CGCM3 (Yukimoto et al., 2012), developed by Meteorological Research In-

stitute (MRI) in Japan, consists of the atmospheric component MRI-AGCM3.3 with

MASINGARmk-2 scheme to capture the aerosols (Yukimoto et al., 2011), the land

component HAL (Yukimoto et al., 2011), and the oceanic component MRI.COM3

(Tsujino et al., 2011) with sea ice included. This model uses a atmospheric reso-

lution of TL159 with 48 layers and a oceanic resolution of 1x0.5 with 50 vertical

levels plus a bottom boundary layer.
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A.2 PMIP4-CMIP6 model description

A.2.1 ACCESS-ESM-1-5

ACCESS-ESM1.5 (Ziehn et al., 2020) is a global circulation model developed by

the Bureau of Meteorology and CSIRO (CSIRO) in Australia. The atmospheric

component is UM 7.3, the 7.3 version of the UK Met Office Unified Model (UM;

Martin et al., 2010) with a configuration which is similar to ‘GA1’ (Hewitt et al.,

2011). The Community Atmosphere Biosphere Land Exchange (CABLE) model

version 2.4 (Kowalczyk et al., 2013) is used as the land surface model with BGC

implemented by using the CASA-CNP module (Wang et al., 2010). ACCESS-

ESM1.5 uses fixed vegetation with interactive LAI and prescribed aerosol. The

sea ice model is CICE4.1 (Hunke and Lipscomb, 2010). The ocean model is the

National Oceanic and Atmospheric Administration (NOAA)/Geophysical Fluid

Dynamics Laboratory (GFDL) Modular Ocean Model (MOM), version 5 (Griffies,

2012) with Whole Ocean Model of BGC And Trophic-dynamics (WOMBAT) to

simulate carbon cycle (Kowalczyk et al., 2016). The atmospheric resolution is

1.8758° by 1.258° (lon x lat) with 38 vertical levels, and the oceanic resolution

is nominal 1°having higher latitudinal resolution near the Equator at 0.338° and

over the Southern Ocean at ∼ 0.4° at 70°S with 50 layers. Notably, it uses a solar

constant of 1365.65 Wm−2 which is different from 1360.75 Wm−2 prescribed in

the DECK protocols (Eyring et al., 2016).

A.2.2 AWI-ESM-1-1-LR

AWI-ESM-1-1-LR is the modified low resolution version of AWI’s Climate Model

with dynamic vegetation (Sidorenko et al., 2015; Rackow et al., 2018) . It was

developed by the Alfred Wegener Institute, Helmholtz Centre for Polar and Marine

Research (AWI) who are contributing a model to CMIP for the first time. It consists

of three component models: the atmosphere model, the sixth generation of ECHAM

(ECHAM6; Stevens et al., 2013) developed by the Max Planck Institute for Mete-

orology in Hamburg; the sea-ice ocean model, the Finite Element Sea ice-Ocean
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Model version 1.4 (FESOM1.4 Wang et al., 2014c), and the coupler OASIS3-MCT

(Valcke, 2013) coupling FESOM and ECHAM6 for every hour. AWI-ESM-1-1-LR

uses an atmospheric resolution of 1.875° with 47 levels. Its oceanic resolution

uses 126859 wet nodes with 46 vertical levels instead of regular grids. Detailed

description of this model can be found in Sidorenko et al. (2015) and Rackow et al.

(2018).

A.2.3 AWI-ESM-2-1-LR

AWI-ESM-2-1-LR (Sidorenko et al., 2019) follows the formulation of AWI-ESM-

1-1-LR (Sidorenko et al., 2015; Rackow et al., 2018) but with an updated version

of the sea ice-ocean model FESOM that has been updated to version 2.4 (Scholz

et al., 2019). BICUBIC option (a bicubic interpolation) in OASIS3-MCT is used in

AWI-ESM-2-1-LR, which is a more expensive option of the coupler (Rackow et al.,

2019). The model grids are the same between the two AWI models.

A.2.4 CESM2

The Community Earth System Model version 2 (CESM2; Danabasoglu et al., 2020)

is developed by the NCAR as an updated version of CESM1 (Hurrell et al., 2013)

which was developed from CCSM4 (Section 2.1.1.2). CCSM4 were developed

into an ESM (CESM1; Hurrell et al., 2013) by adding capabilities related to BGC

processes and aerosol effects. According to the documentation in Danabasoglu

et al. (2020), the atmospheric model CAM6 in CESM2 uses the same Finite Vol-

ume dynamical core as in CESM1 and CCSM4, but its parameterisation have all

been updated except the radiation model. The atmospheric resolution uses 1.25°

x 0.9° (lon x lat) with 32 vertical levels. The land model has been updated to

CLM5 (Lawrence et al., 2019) with notable changes and potential natural land

cover. The ocean component model remains as POP2 (Smith et al., 2010) but with

improvements in both the physical parameterisation and numerical methods. The

sea ice model CICE has been improved to CICE5 (Hunke et al., 2015) with more
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new physical options. The oceanic girds have 60 vertical levels, and the horizontal

resolution varies from the 0.27° at the Equator which then increases monotonically

to 32°S reaching 0.53°in the SH. The horizontal oceanic resolution in the NH high

latitudes is finest in the NW Atlantic Ocean at 0.38°and is coarsest in the NW

Pacific Ocean at 0.64°.

A.2.5 CNRM-CM6-1

CNRM-CM6-1 is an updated version of CNRM-CM5 (Section 2.1.1.3) with major

updates in atmosphere and land surface (Voldoire et al., 2019). Compared to its pre-

decessor, the atmosphere and land surface models have been updated to ARPEGE-

Climat v6.3 (Voldoire et al., 2019) and SURFEX v8.0 with fully revised physical

parameterisation. Other component models have limited improvements (Voldoire

et al., 2019), as updated to the most resent version with only limited changes in the

choice of parameterisation. It uses NEMO3.6 (Madec and the NEMO Team, 2016)

as the oceanic component and GALATO v6 as the sea ice component. Component

models are coupled via OASIS3-MCT software (Craig et al., 2017). The atmo-

spheric resolution uses Tl127 with 91 vertical levels, and the oceanic resolution is

eORCA1 horizontal grid with 71 levels.

A.2.6 EC-Earth3-LR

EC-Earth3 (Döscher et al., 2021) has been developed from EC-Earth2 (Section

2.1.1.6). Compared to its predecessor, EC-Earth uses updated LIM3 as the sea ice

component, NEMO3.6 as the oceanic component in which the BGC processes are

provided by PISCES. The Greenland ice sheet can be modelled by the ice sheet

model PISM as an option. Atmospheric and land components in EC-Earth3 are

covered by ECMWF’s IFS cycle 36r4. TM5 describes the processes in aerosols and

chemistry. LPJ-GUESS (Smith et al., 2014) simulates land use, terrestrial BGC and

dynamic vegetation. EC-Earth3-LR uses an atmospheric resolution of T159L62

( 125 km) and an oceanic resolution of ORCA1L75 (1°).
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A.2.7 FGOALS-f3-L

FGOALS-f3-L is the low version of finite-volume of the FGOALS model (He et al.,

2020). The atmospheric component model is the Finite-volume Atmospheric Model

version 2.2 (FAMILv2.2; Bao et al., 2013; Bao and Li, 2020). The oceanic model is

LICOM version 3 (Liu et al., 2012a; Li et al., 2017). The land, sea ice and coupler

models are CLM4.0 (Oleson, 2010), CICE4.0 (Hunke and Lipscomb, 2010) and

CPL7 as used in CCSM4 (Craig et al., 2012; Gent et al., 2011). The atmospheric

resolution is 1° by 1° with 32 vertical levels, and the oceanic uses a tripolar grid (1°

× 1°) with 30 layers.

A.2.8 FGOALS-g3

FGOALS-g3 (Li et al., 2020) has been updated from FGOALS-g2 (Section 2.1.1.7)

with a branch of improvements. As described in Li et al. (2013b), the atmosphere

model has been updated from GAMIL2 to GAMIL3 with improvements in several

aspects such as resolution and parameterisation schemes. Its land model uses CAS-

LSM which has been developed from CLM4.5 with improvements in groundwater

(Zeng et al., 2016), frozen soil parameterisation (Liu et al., 2019) and anthropogenic

nitrogen discharge (Gao et al., 2016). LICOM has been updated to version 3 by

adding a set of mixing-related schemes and replacing the coordinate structure by

arbitrary orthogonal curvilinear coordinate. CICE4-LASG (Liu, 2010) is still used

as the sea ice model. Components are coupled by CPL7 (Craig et al., 2012) and the

Community Coupler Version 2 developed by Tsinghua University (C-Coupler2; Liu

et al., 2018). The atmospheric resolution now has been increased to ∼ 2° (180×80)

with 26 layers. The oceanic resolution uses a tripolar grid and has 360×218 hori-

zontal grid points with 30 layers for the low resolution version used in CMIP6.
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A.2.9 GISS-E2-1-G

As described in Kelley et al. (2020), GISS-E2-1-G has seen many changes since

GISS-E2-R (Section 2.1.1.9) including fixing bugs, updating input files and re-

placing or structurally varying some parameterisation. In the atmosphere model,

updates has been made in radiative transfer, clouds, convection, boundary layers,

atmospheric composition and chemistry. The ocean model is coupling to GISS

Ocean v1 (GO1) and has updates in the parameterisation of mesoscale eddies and

in vertical mixing a high-order advection scheme and finer upper-ocean layering.

Groundwater and vegetation structure have been updated in the land model since

the last generation. Resolutions remain unchanged except the ocean layers have

increased to 40 from 32.

A.2.10 HadGEM3-GC31-LL

The Global Coupled 3 (GC3) configuration of the Met Office Unified Model

(HadGEM3-GC31; Williams et al., 2018) is an update version of GC2 that was

developed from HadGEM2-AO. The model consists of Global Atmosphere 7 and

Global Land 7 (GA2 and GL7; Walters et al., 2019), Global Ocean 6 (GO6; Storkey

et al., 2018), and Global Sea Ice 8 (GIS8; Ridley et al., 2018). Compared to earlier

versions, GC3 has revised all of the existing parametrisation schemes and included

new models and schemes (Williams et al., 2018). Atmospheric resolution has been

updated to 1.25° lat by 1.875° lon with 85 vertical levels, and the oceanic resolution

has been updated to ORCA025 (0.25°) with 75 levels (Williams et al., 2018).

A.2.11 INM-CM4-8

INM-CM48 (Volodin et al., 2018) is developed by the Institute of Numerical Math-

ematics of the Russian Academy of Sciences in Russia. An earlier version INM-

CM4.0 was included in CMIP5 (Volodin et al., 2013). INM-CM4-8 is designed

for long palaeoclimate experiments, which has similar physical processes as its

later version INM-CM5 (Volodin et al., 2017) but with a lower upper boundary.
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Compared to INM-CM4.0, INM-CM4-8 includes an aerosol block that has the

concentration and the radiative properties of 10 types of aerosol calculated inter-

actively, and meanwhile, the large-scale condensation has been updated (Volodin

et al., 2018). In the oceanic component, implicit schemes for transfer equations

and the dependence of the background coefficient on depth have been improved

and introduced (Volodin et al., 2018). The atmospheric resolution is 2° lon by 1.5°

lat with 21 vertical levels, and the oceanic resolution is 1° lon by 0.5° lat with 40

levels. This model has the lowest climate sensitivity amongst the CMIP6 models at

2.1°C (Volodin et al., 2018, Table 2.2).

A.2.12 IPSL-CM6A-LR

IPSL-CM6A-LR (Boucher et al., 2020) is updated from IPSL-CM5A-LR (Hourdin

et al., 2013). The atmosphere model has been updated to LMGZ6A with updates in

convection, radiation, cloud cover and cloud water content (Boucher et al., 2020).

The ocean component is NEMO v3.6 and the updates are described in Boucher

et al. (2020). Major components in the ocean model include the ocean physics

NEMO-OPA (Gurvan et al., 2017), the sea ice dynamics and thermodynamics

NEMO-LIM3 (Rousset et al., 2015) and the ocean BGC NEMO-PISCES (Aumont

et al., 2015). Carbon cycle, vegetation heterogeneity, soil freezing and soil hydrol-

ogy scheme have been updated in the version 2.0 of the land model ORCHIDEE

(Boucher et al., 2020). Components are coupled by OASIS3-MCT coupler. The

model has an atmospheric resolution of 2.5° × 1.3° with 79 vertical layers. The

oceanic resolution uses eORCA1 with 75 layers.

A.2.13 MIROC-ES2L

MIROC-ES2L (Hajima et al., 2020) is an improved version of MIROC-ESM (Sec-

tion 2.1.1.13) as the Earth System version 2 for Long-term simulations, with compo-

nents having been updated to later versions in which land BGC (VISIT) and oceanic

BGC (OECO2) being the main modifications (Hajima et al., 2020). Improvements
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in BGC include explicit C-N interaction on land accounting for controlling plant

growth and carbon sink, BGC cycles in ocean controlling oceanic primary produc-

tivity and N cycle coupled between land and ocean through river discharge (Hajima

et al., 2020). MIROC-ES2L uses resolutions of approximately 2.8° with 40 levels

in atmosphere and 1° (and becoming finer near the Equator) with 62 vertical levels

in ocean.

A.2.14 MPI-ESM1.2-LR

MPI-ESM1.2 (Mauritsen et al., 2019) is updated from MPI-ESM (Section 2.1.1.14)

as the component models have been updated to their last versions: ECHAM6

(Stevens et al., 2013) to ECHAM6.3, JSBACH (Reick et al., 2013) to JSBACH3.2,

MPIOM (Jungclaus et al., 2013) and HAMOCC (Ilyina et al., 2013) to MPIOM1.6

and HAMOCC6, and the sea ice model being able to have fully activated melt

ponds. Mauritsen et al. (2019) documents the updates in parameterisation, which

are applied to resolve the bugs in MPI-ESM. Both atmospheric and oceanic resolu-

tions remain the same as those used in MPI-ESM, i.e. approximately 1.8° with 47

levels and 1.5° with 40 levels, respectively.

A.2.15 MRI-ESM2.0

MRI-ESM2.0 (Yukimoto et al., 2019) is an update version from previous version

MRI-CGCM3 (Section 2.1.1.15) and MRI-ESM1. It uses the same horizontal at-

mospheric resolution as MRI-CGCM3 but has increased vertical levels to 80 from

48. The oceanic resolution is nominal 1° by 0.5° (longititude by latitude) with 61

levels. Major improvements include a new stratocumulus cloud scheme being able

to reduce errors in radiative properties and removing some temperature bias shown

in the previous models (Yukimoto et al., 2019).
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A.2.16 NESM3

NESM3 (Cao et al., 2018) is developed by Nanjing University of Information Sci-

ence and Technology in China. NESM3 consists of the atmosphere component

ECHAM6.3 (Stevens et al., 2013), the ocean component NEMO3.4 (Madec, 2008),

the sea ice component CICE4.1 (Holland et al., 2012) and the coupler OASIS3-

MCT3.0 (Craig et al., 2017). The land surface component JSBACH (Raddatz et al.,

2007) interacts with the atmosphere. Detailed description and improvements since

previous version can be found in Cao et al. (2018). NESM3 uses an atmospheric

resolution of 1.875° with 47 levels. The oceanic resolution is 1° of longitude and a

variable mesh of 13 to 1° of latitude from the Equator to pole with 46 levels.

A.2.17 NorESM1-F

NorESM1-F (Guo et al., 2019) is a fast version (2.5 times faster) of NorESM-M

that participated in the CMIP5 generation. The atmospheric aerosol chemistry is

prescribed, and a tripolar horizontal grid configuration of ocean–sea ice is applied

to increase the ocean–sea ice component time steps (Guo et al., 2019). NorESM-M

was developed based on CCSM4 Bentsen et al. (with the differences described

in detail in 2013). NorESM1-F uses an atmospheric resolution of ∼ 2° with 26

vertical layers, and a nominal 1° with 53 vertical layers for the ocean and sea ice

configuration.

A.2.18 NorESM2-LM

NorESM2 (Seland et al., 2020) is built on the structure and many components of

CESM2 (Danabasoglu et al., 2020) but with several modifications especially in

atmosphere and ocean models. NorESM2’s atmosphere model, CAM6-Nor, has al-

tered aerosol life cycle, altered aerosol-cloud interactions, and some modifications

related to energy and flux (with details described in Seland et al., 2020). CAM-Nor

uses an atmospheric resolution of ∼2° with 32 hybrid-pressure layers. The ocean

model is BLOM , developed based on the MICOM in NorESM1, that couples
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iHAMOCC as the ocean carbon cycle. Parameterisation related to vertical shear-

induced mixing, eddy-induced transport etc has been updated since NorESM1-M

and they are described in Seland et al. (2020). The oceanic grids have 53 layers

same as NorESM1, but the horizontal resolution is 1° longitude by 0.25° latitude at

the Equator and gradually approaching more isotropic grid cells at higher latitudes.

A.2.19 UofT-CCSM4

UofT-CCSM4 (Chandan and Peltier, 2017) is the University of Toronto version of

CCSM4, which is slightly modified from CCSM4 (Gent et al., 2011) in the ocean

model by running on the displaced pole grid in which the poles of the grid are posi-

tioned over Greenland and Antarctica, and therefore the ocean does not contain any

grid singularities. The initial motivation of UofT-CCSM4 having different choice

of mixing schemes in ocean model was that the turbulent mixing during Pliocene

was different from modern as having changes in coastlines, bathymetry and the

elevations of the mid-ocean ridges that had effects on turbulent mixing (Chandan

and Peltier, 2017).

A.3 Bias in the piControl simulations produced by in-

dividual models
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Figure A.1: Bias in annual surface temperature change (°C) by individual PMIP4-
CMIP6 models.

Figure A.2: Same as Figure A.1 but for DJF.
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Figure A.3: Same as Figure A.1 but for JJA.

Figure A.4: Same as Figure A.1 but for precipitation in mm d−1.
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Figure A.5: Same as Figure A.1 but for DJF precipitation in mm d−1.

Figure A.6: Same as Figure A.1 but for JJA precipitation in mm d−1.
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Figure B.1: Annual mean surface temperature change (°C) in the midHolocene as sim-
ulated by individual PMIP4-CMIP6 models.
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Figure B.2: Annual mean surface temperature change (°C) in the midHolocene as sim-
ulated by individual PMIP3-CMIP5 models.

Figure B.3: JJA mean surface temperature change (°C) in the midHolocene as simu-
lated by individual PMIP4-CMIP6 models.
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Figure B.4: JJA mean surface temperature change (°C) in the midHolocene as simu-
lated by individual PMIP3-CMIP5 models.

Figure B.5: DJF mean surface temperature change (°C) in the midHolocene as simu-
lated by individual PMIP4-CMIP6 models.
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Figure B.6: DJF mean surface temperature change (°C) in the midHolocene as simu-
lated by individual PMIP3-CMIP5 models.

Figure B.7: Annual mean precipitation change (mm d−1) in the midHolocene as simu-
lated by individual PMIP4-CMIP6 models.
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Figure B.8: Annual mean precipitation change (mm d−1) in the midHolocene as simu-
lated by individual PMIP3-CMIP5 models.

Figure B.9: JJA mean precipitation change (mm d−1) in the midHolocene as simulated
by individual PMIP4-CMIP6 models.
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Figure B.10: JJA mean precipitation change (mm d−1) in the midHolocene as simu-
lated by individual PMIP3-CMIP5 models.

Figure B.11: DJF mean precipitation change (mm d−1) in the midHolocene as simu-
lated by individual PMIP4-CMIP6 models.
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Figure B.12: DJF mean precipitation change (mm d−1) in the midHolocene as simu-
lated by individual PMIP3-CMIP5 models.
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Figure C.1: JJA mean temperature (°C) change performed by individual models.
Each panel title is named as the model name (ECS) and colored according
to the ECS (blue for ECS < 2.5°C, black for 2.5°C < ECS < 4.0°C and
red for ECS > 4.0°C.) ∗ marks the models including dynamic vegetation.
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Figure C.2: Same as Figure C.1 but for DJF.
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Figure D.1: midPliocene-eoi400 annual mean surface temperature change (°C) simu-
lated by individual models.
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Figure D.2: Same as Figure D.1 but for JJA.

Figure D.3: Same as Figure D.1 but for DJF.
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Figure D.4: midPliocene-eoi400 annual mean surface precipitation change (mm d−1)
simulated by individual models.

Figure D.5: Same as Figure D.4 but for JJA.
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Figure D.6: Same as Figure D.4 but for DJF.

Figure D.7: midPliocene-eoi400 global monsoon domain and change in monsoon sum-
mer rain rate (mm d−1)



Appendix E

Statistical comparison of individual

monsoons

Table E.1: p values of comparison of individual monsoons between experiment and piCon-
trol simulations

NAMS NAF EAS SAS SAMS SAF AUSMC
PMIP3 MH

pav 0.64 0.23 0.49 0.46 0.24 0.25 0.65
psd 0.81 0.22 0.78 0.48 0.75 0.71 0.62
aav 0.41 0.00 0.11 0.38 0.52 0.27 0.39
asd 0.67 0.41 0.37 0.59 0.49 0.29 0.96

totwater 0.44 0.00 0.04 0.97 0.14 0.12 0.27
PMIP4 MH

pav 0.74 0.03 0.70 0.45 0.35 0.47 0.71
psd 0.81 0.29 0.70 0.52 0.43 0.82 0.81
aav 0.64 0.00 0.10 0.30 0.27 0.38 0.41
asd 0.87 0.04 0.01 0.98 0.63 0.94 0.72

totwater 0.61 0.00 0.10 0.67 0.22 0.37 0.33
LIG
pav 0.12 0.00 0.13 0.94 0.03 0.10 0.43
psd 0.52 0.01 0.56 0.99 0.36 0.16 0.21
aav 0.63 0.00 0.00 0.01 0.04 0.02 0.00
asd 0.25 0.00 0.01 0.07 0.75 0.38 0.33

totwater 0.29 0.00 0.00 0.03 0.01 0.02 0.00
mPWP

pav 0.28 0.77 0.51 0.79 0.59 0.98 0.91
psd 0.87 0.73 0.74 0.48 0.49 0.81 0.94
aav 0.68 0.17 0.68 1.00 0.54 0.97 0.50
asd 0.52 0.07 0.59 0.69 0.97 0.88 0.94

totwater 0.50 0.26 0.31 0.74 0.52 0.97 0.50
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Lebas, N., Levavasseur, G., Lévy, C., Li, L., Lott, F., Lurton, T., Luyssaert, S.,

Madec, G., Madeleine, J., Maignan, F., Marchand, M., Marti, O., Mellul, L.,

Meurdesoif, Y., Mignot, J., Musat, I., Ottlé, C., Peylin, P., Planton, Y., Polcher,
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wards, T. L., Golledge, N. R., Hemer, M., Kopp, R. E., Krinner, G., Mix, A.,

Notz, D., Nowicki, S., Nurhati, I. S., Ruiz, L., Sallée, J.-B., Slangen, A. B. A., and

Yu, Y. (2021). Ocean, cryosphere and sea level change. In Masson-Delmotte, V.,
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Wyser, K., Semmler, T., Yang, S., Van den Hurk, B., van Noije, T., van der

Linden, E., van der Wiel, K Hazeleger, W., Bintanja, R., Hazeleger, W., and Bin-

tanja, R. (2012). Ec-earth v2. 2: description and validation of a new seamless

earth system prediction model. Climate dynamics, 39(11):2611–2629.

He, B., Yu, Y., Bao, Q., Lin, P., Liu, H., Li, J., Wang, L., Liu, Y., Wu, G., Chen, K.,

Guo, Y., Zhao, S., Zhang, X., Song, M., and Xie, J. (2020). CAS FGOALS-f3-

L Model dataset descriptions for CMIP6 DECK experiments. Atmospheric and

Oceanic Science Letters, ahead-of-print:1–7.



BIBLIOGRAPHY 265

Hewitt, H. T., Copsey, D., Culverwell, I. D., Harris, C. M., Hill, R. S. R., Keen,

A. B., McLaren, A. J., and Hunke, E. C. (2011). Design and implementation of

the infrastructure of hadgem3: the next-generation met office climate modelling

system. Geoscientific Model Development, 4(2):223–253.

Hill, D. J., Haywood, A. M., Lunt, D. J., Hunter, S. J., Bragg, F. J., Contoux, C.,

Stepanek, C., Sohl, L., Rosenbloom, N. A., Chan, W. L., Kamae, Y., Zhang, Z.,

Abe-Ouchi, A., Chandler, M. A., Jost, A., Lohmann, G., Otto-Bliesner, B. L.,

Ramstein, G., and Ueda, H. (2014). Evaluating the dominant components of

warming in Pliocene climate simulations. Climate of the Past, 10(1):79–90.

Hoffman, J. S., Clark, P. U., Parnell, A. C., and He, F. (2017). Regional and global

sea-surface temperatures during the last interglaciation. Science, 355(6322):276–

279.

Holland, M. M., Bailey, D. A., Briegleb, B. P., Light, B., and Hunke, E. (2012).

Improved sea ice shortwave radiation physics in CCSM4: The impact of melt

ponds and aerosols on Arctic sea ice. Journal of Climate, 25(5):1413 – 1430.

Holloway, M. D., Sime, L. C., Singarayer, J. S., Tindall, J. C., and Valdes, P. J.

(2018). Simulating the 128-ka antarctic climate response to northern hemisphere

ice sheet melting using the isotope-enabled hadcm3. Geophysical Research

Letters, 45(21):11,921–11,929.

Hopcroft, P. O. and Valdes, P. J. (2019). On the role of dust-climate feedbacks

during the mid-holocene. Geophysical Research Letters, 46(3):1612–1621.

Hopcroft, P. O., Valdes, P. J., Harper, A. B., and Beerling, D. J. (2017). Multi

vegetation model evaluation of the green sahara climate regime. Geophysical

Research Letters, 44(13):6804–6813.

Hourdin, F., Foujols, M. A., Codron, F., Guemas, V., Dufresne, J. L., Bony, S.,

Denvil, S., Guez, L., Lott, F., Ghattas, J., Braconnot, P., Marti, O., Meurdesoif, Y.,

and Bopp, L. (2013). Impact of the LMDZ atmospheric grid configuration on the



BIBLIOGRAPHY 266

climate and sensitivity of the IPSL-CM5A coupled model. Climate Dynamics,

40:2167–2192.

Huang, B., Thorne, P. W., Banzon, V. F., Boyer, T., Chepurin, G., Lawrimore, J. H.,

Menne, M. J., Smith, T. M., Vose, R. S., and Zhang, H.-M. (2017). Extended

reconstructed sea surface temperature, version 5 (ersstv5): Upgrades, validations,

and intercomparisons. Journal of Climate, 30(20):8179 – 8205.

Hunke, E. C. and Lipscomb, W. H. (2010). The Los Alamos Sea Ice Model, Docu-

mentation and Software User’s Manual, Version 4.1, Los Alamos National Lab-

oratory.

Hunke, E. C., Lipscomb, W. H., Turner, A. K., Jeffery, N., and Elliott, S. (2015).

CICE: The Los Alamos Sea Ice Model. Documentation and Software User’s

Manual. Version 5.1. Technical Report Tech. Rep. LA-CC-06-012.

Hurrell, J. W., Holland, M. M., Gent, P. R., Ghan, S., Kay, J. E., Kushner, P. J.,

Lamarque, J.-F., Large, W. G., Lawrence, D., Lindsay, K., Lipscomb, W. H.,

Long, M. C., Mahowald, N., Marsh, D. R., Neale, R. B., Rasch, P., Vavrus, S.,

Vertenstein, M., Bader, D., Collins, W. D., Hack, J. J., Kiehl, J., and Marshall, S.

(2013). The Community Earth System Model: A Framework for Collaborative

Research. Bulletin of the American Meteorological Society, 94(9):1339–1360.

Hwang, Y.-T., Frierson, D. M. W., and Kang, S. M. (2013). Anthropogenic sulfate

aerosol and the southward shift of tropical precipitation in the late 20th century.

Geophysical Research Letters, 40(11):2845–2850.

Ibarra, D. E., Oster, J. L., Winnick, M. J., Caves Rugenstein, J. K., Byrne, M. P.,

and Chamberlain, C. P. (2018). Warm and cold wet states in the western United

States during the Pliocene–Pleistocene. Geology, 46(4):355–358.

Ilyas, M., Brierley, C. M., and Guillas, S. (2017). Uncertainty in regional temper-

atures inferred from sparse global observations: Application to a probabilistic

classification of el niño. Geophysical Research Letters, 44(17):9068–9074.



BIBLIOGRAPHY 267

Ilyina, T., Six, K. D., Segschneider, J., Maier-Reimer, E., Li, H., and NÃºÃ±ez-
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